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ABSTRACT

Low-delay and error-resilient video coding is critical for real-time video communication over wireless
networks. Intra-refresh coding, which embeds intra coded regions into inter frames can achieve a rela-
tively smooth bit-rate and terminate the error propagation caused by the transmission loss. In this paper,
we proposed a novel linear model for the intra-refresh cycle-size selection adapting to the network
packet loss rates and the motions in the video content. We also analyze issues in designing the
intra-refresh coding pattern and the refresh order, and propose a strategy which can adapt to different
cycle-size and obtain better R-D performance compared with traditional random intra-refresh and
vertical-partition intra-refresh. Experimental results show that the linear cycle-size selection model
works effectively, where a 3 dB improvement can be achieved compared with a fixed cycle-size. Also,
with the proposed intra-refresh order, a 2.0% bitrate reduction is obtained in average compared with

Refresh cycle-size
Refresh order
H.264

the vertical-partition intra-refresh.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

LOW-delay and error-resilient video coding is critical for
real-time video chat applications over wireless networks. On the
delay aspect, given a fixed network throughput, the delay induced
by the video codec mostly depends on the video encoder buffer
size. On the error-resilience aspect, the error induced by the packet
loss will propagate to the subsequent frames due to the nature of
the predictive coding framework. To terminate an error-
propagation, conventional video coding schemes encode an
intra-coded frame (I-frame) in each Group-Of-Pictures (GOP) [1].
An I-frame is encoded without any reference to other frames,
and so, it is not affected by errors in the previous frames. For a
GOP with a size of K frames, in the worst case when the beginning
I-frame is lost, error propagation is limited to within the following
K — 1 Predictive frames (P-frames), assuming for low-delay appli-
cations the B-frames (Bi-directional predicted frames) are not used.

* This paper has been recommended for acceptance by Yehoshua Zeevi.
** Part of the work appears at the Asia-Pacific Signal and Information Processing
Association Annual Summit and Conference (APSIPA ASC) 2014.

* Corresponding author.

E-mail addresses: eehmchen@ee.washington.edu (H. Chen), zhaochen@pku.edu.
cn (C. Zhao), sun@ee.washington.edu (M.-T. Sun), Aaron.Drake@T-Mobile.com
(A. Drake).

! Present address: Peking University, Beijing, China.
2 The views presented are as individuals and do not necessarily reflect any position
of T-Mobile USA.

http://dx.doi.org/10.1016/j.jvcir.2015.06.018
1047-3203/© 2015 Elsevier Inc. All rights reserved.

However, for the low-delay aspect, the GOP coding structure may
not be the best choice. Since an I-frame only exploits the spatial
redundancy within itself, it generates much more bits than a
P-frame. The resulting bit-stream usually needs to be smoothed
by a relatively large encoder buffer to ensure it does not exceed
the network transport capability. This rate-smoothing encoder buf-
fer could cause relatively long delay. Since the I-frame appears
periodically, this delay is induced not only at the initial stage,
but also in the following video transmission.

Note that besides the insertion of I-frame, some other
error-resilient schemes including robust entropy coding [2,3], for-
ward error correction (FEC) [4] and unequal error protection [5] are
proposed. In [6], some error-resilient tools used in H.263 and
MPEG-4 are reviewed. A more recent review of the error-resilient
coding tools is in [7]. This review paper focuses on the
error-resilient intra-prediction, which is more relevant to our
work. Some techniques mentioned in [7] are also discussed in this
section.

Intra-refresh (or intra-slice) coding schemes can provide
low-delay and good error resilience features. In intra-refresh cod-
ing, instead of encoding the whole frame as an I-frame, a subset
of Macro Blocks (MBs) in each frame can be forced into
intra-coded MBs, so that after a cycle of frames, the whole frame
is completely refreshed. This spreading of intra MBs into the
P-frames can produce a quite uniform bit-rate. With the relatively
uniform bit-rate, the encoder buffer could be avoided or kept to a
minimal size to result in a low-delay video codec. Besides offering
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low-delay, intra-refresh coding schemes also provide good
error-resilience performance. Since each frame is completely
refreshed after a cycle of frames, the parts of the picture affected
by the transmission errors will be constantly refreshed. A vertical
partition intra-refresh scheme as shown in Fig. 1 is applied in
x264 [8], a popular open-source software, encoding videos into
the H.264/MPEG-4 AVC format. In the vertical partition
intra-refresh scheme, given the intra-refresh cycle-size of N
frames, the whole frame is split into N regions vertically. In the
mode decision process, the MBs within each intra-refresh region
(shaded area in Fig. 1) are forced to be intra-coded.

To achieve a better performance under different network condi-
tions, a fixed cycle-size intra-refresh scheme is not optimal. In [9],
a rate-distortion model is proposed considering the channel (net-
work packet loss rates) and the source (the intra-coded MB per-
centage) jointly. Based on this model, given the network
condition, the optimal number of intra-coded MBs can be derived.
However, some empirical and sequence-dependent parameters
make the derivation of the optimal intra-coded MB percentage
(and thus the number of frames in an intra-refresh cycle) difficult.

Besides the selection of the number of frames in an
intra-refresh cycle, intra-refresh coding can be applied to MBs in
different grouping patterns, resulting in different rate-distortion
performance. One method is to choose the intra-refresh MBs ran-
domly, which is the method used in [9,10] and the default
intra-refresh method in the latest ]M reference software JM18.6
[11]. In the random intra-refresh, the percentage of MBs refreshed
in each frame is set to 1/N. To avoid duplicated intra-refreshing,
refreshed MBs are tracked so that one MB is not refreshed twice
within one intra-refresh cycle. In this way, it guarantees that all
MBs are refreshed once in a cycle. A method based on
rate-distortion (R-D) cost (considering packet loss rate) of each
Macroblock was proposed in [12] to improve the coding efficiency.
However, the random or R-D-based MB selection may cause dislo-
cation artifacts [13] when errors occur next to the intra-coded
parts. Moreover, the scattered distribution of intra-coded
MBs decreases the compression efficiency due to the constrained
intra prediction: to make the intra-coded region not be affected
by the error propagation from the inter-coded region, the
intra-prediction pixels cannot come from the neighboring inter-
coded region [14]. An attention-based adaptive intra-refresh
coding scheme is proposed in [13]| which employs an attention
area (or region of interest) extraction algorithm and applies the
intra-refresh on these grouped attention MBs. This scheme shows
good subjective quality of the transmitted video over an error-
prone network. However, the scheme does not cover the whole
picture and errors out of the attention area may propagate for a
long time. An isolated-region-based method is proposed in [15].
In the high packet loss rate scenario, this method works well.
However, it has lower coding performance when the packet loss
rate is low, since the prediction efficiency is not considered.

Some cyclic intra-refresh algorithms that can cover the whole
frame are proposed in [16-20]. To guarantee a complete and effi-
cient error recovery, the refreshed region in a cycle cannot predict
from an unrefreshed part, otherwise the error may be propagated
into the refreshed part and the intra-refresh scheme becomes inef-
fective. This protection principle for the refreshed region restricts
the potential motion compensation candidates and cause a com-
pression efficiency drop, especially when the refresh direction
(e.g., left to right in Fig. 1) is opposite to the motion direction in
the frames. This restriction affects the bitrate significantly. A bad
intra-refresh order could increase the total bitrate as much as
10% compared with a good intra-refresh order [16]. Considering
this problem, a motion adaptive intra-refresh scheme is proposed
in [16]. In this scheme, every frame is split into 3 x 4 partitions
and the refresh order of these 12 regions is obtained by training

fe—— 1stintra refresh cycle —N— 2 intra refresh cycle

Frame | Frame 2

I:l Intra coded region

Fig. 1. Vertical partition of intra-refresh regions.

Frame N Frame N+1 Frame N+2

|:| Inter/predictive coded region

based on the motion in each partition region. This scheme can
reduce the motion vector restriction effectively, but to be adaptive
to the network packet loss rates, more refresh patterns and differ-
ent cycle-sizes are needed.

In this paper, we propose a new intra-refresh coding scheme. In
the first part, a content-based linear cycle-size selection model is
proposed. Given the packet loss rate and the motion information,
the best intra-refresh cycle-size is estimated. Compared with [9],
our linear model is much simpler and has no empirical and
sequence-dependent parameter. Also, since our model is a simple
linear model, it gives better insights about how the video content
affects the cycle size. It also relates the model parameters with
the content and the motion of the video. All parameters in our
model are trained from a set of real sequences and verified on a dif-
ferent set of testing sequences. In the second part, the design of
intra-refresh region partition and refresh order is analyzed. Based
on considerations in intra-refresh coding, we propose a rectangular
partition for intra-refresh. Moreover, we modify and simplify the
refresh order patterns in [16] so that they can be applied to differ-
ent cycle-sizes. Experimental results show that the cycle-size
model is effective and the proposed intra-refresh order outper-
forms the vertical cyclic intra-refresh scheme. Compared to the
motion-adaptive intra-refresh scheme in [16], the proposed
intra-refresh order has the flexibility that it can be applied to dif-
ferent cycle-sizes. The linear model in the first part is partially pub-
lished in our previous work [21]. The major extension to [21] is the
intra-refresh pattern design. In [21], we proposed the cycle number
selection model. In this work, based on this model, we propose the
intra-refresh pattern design, considering issues affecting the cod-
ing performance and the visual artifacts.

The rest of this paper is organized as follows. In Section 2, a lin-
ear model is proposed for the adaptive selection of the cycle-size.
In Section 3, the design of the intra-refresh partition and the order
are analyzed. Section 4 shows the simulation results. Section 5 con-
cludes this paper and describes possible future works.

2. Adaptive content-based cycle-size selection

Fig. 2 compares different refresh cycle-sizes N (N =4, 8, 16, and
32) under different packet loss rates (1074~1071). A smaller cycle is
better for recovering from the errors more quickly when the packet
loss rate is high, and a large refresh cycle is better for a low packet
loss rate since it gives better coding gains with a smaller
intra-coded area in each frame. Thus, for optimal performance,
the refresh cycle-size N should be adaptive to the packet loss rates.

In this section, we proposed a linear model to predict the opti-
mal intra-refresh rate based on the network packet loss rate and
the motion in the video content.

2.1. A linear model for the intra-refresh rate based on the network
packet loss rate

In [9], a joint end-to-end distortion model is proposed w.r.t. the
intra-refresh rate and the packet loss rate:
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Fig. 2. Simulation results for the test sequences “foreman” and “mother-daughter” encoded by x264 with the vertical partition intra-refresh scheme [8]. The sequences are
encoded with four different cycle-sizes (4, 8, 16 and 32). Each random packet loss causes a frame loss. The loss frame is concealed by repeating the previous frame.

Ds(Rs, p) = Ds(Rs, 0) + (1 — A+ 2B) x [Ds(Rs, 1) — Ds(Rs, 0)] (1)

De=r—p 55 T e~ 1) 2)
In Eq. (1), D is the source distortion, which is a function of the
source bitrate Ry and the intra-refresh rate p (= number of
intra-coded MBs/total number of MBs) in one frame. 1 is a
sequence-dependent parameter. The source distortion is a linear
combination of two extreme cases: all MBs inter-coded Ds(R;,0)
and all MBs intra-coded Dy(Rs,1), both are measured in MSE
(Mean Square Error). In Eq. (2), D, is the channel distortion caused
by the packet loss rate p. Parameter a is a constant, and b is a con-
stant describing the motion randomness of the video scene.
E[F4(n,n — 1)] is the expectation of the difference of the neighboring
frames n and n — 1, which is also measured by the MSE.The total
end-to-end distortion is the sum of the source distortion and the
channel distortion:

D =D, + D, (3)

Under a bitrate R; and the packet loss rate p, the best intra-refresh
rate that minimizes the end-to-end distortion can be derived by
taking the derivative of D w.r.t. p and setting it to zero, resulting
in a cubic equation of B,

A[}3+B[32+Cﬁ+D:H%, 4)
where

A=2)b, (5)
B=b(b+ 4/ —5.b), (6)
C=2(1=b)(b+i-2ib), (7)
D= (1-hb)*(1-4), and, (8)

abE[Fq(n,n — 1)]
Ds(R;, 1d) — Dy(Rs,0)° ®)

We observe that the intra-refresh rate f is the inverse of cycle-size
N, so f is always much smaller than 1, e.g., N =12 means = 0.083.
Also, the coefficients A, B, C, and D in Egs. (5)-(9) are constants.
Hence, we propose to omit the higher order items and simplify
Eq. (4) into a linear model as follow:

p

ﬁ:H’m+D’, (10)

H=

where H' = H/C and D’ = —D/C, which are constants (dependent on
the sequences). From Eq. (10) the optimal refresh rate is linear to
p/(1 - p).

To verify that the proposed linear model is sufficiently accurate,
we test 21 video sequences as shown in Fig. 3. We encode each
sequence at the 1 Mbps bitrate with the cycle-size N from 4 to

40. Note that since the model is independent to the order of the
intra-refresh pattern (random, vertical, or motion adaptive in
[16]), we use the random intra-refresh pattern. We simulate the
packet loss rate p from 0.1% to 20%. Each packet loss scenario is
simulated 50 times, the PSNRs of a decoded sequence in each sim-
ulation is denoted as PSNR(p, N, i), where i =1,...,50. For each p,
we select the N that maximizes the average PSNR, where the aver-
age PSNR? and the best N are defined as follows:

- 1 50 .

PSNR(p,N) = 50 ;:] PSNR(p, N, i), and (11)

N*(p) = argmax PSNR(p, N). (12)
N

We plot the best g (i.e., 1/N'(p)) versus p/(1 — p) in Fig. 3. From the
testing results and the fitting lines, we can see that the linear model
works well.

2.2. Parameters of the linear model

With this linear model, given the parameters H’ and D’ we can
estimate the best cycle-size easily. However, since C, D, and H
depend on many empirical constants, it is difficult to get a
close-form solution of H’ and D’. To solve this problem, we plot
the 21 corresponding fitting lines in Fig. 4. We have following
observations on these lines: There is a rough relationship between
the slope of the linear model and the motion of video content. For
example, the ice and highway sequences have very fast motion and
they have the largest slopes; container and bridge-close sequences
have very slow motion and have the smallest slopes.

Actually, these observations can be justified from the expres-
sions of C, D and H in Eqgs. (7)-(9). For example, H’, which equals
to H/C is directly proportional to E[F4(n,n — 1)] and inversely pro-
portional to Dy(Rs, 1) — Ds(Rs,0). E[F4(n,n — 1)] is the difference of
neighboring frames, which is large when the motion of the video
content is fast. Moreover, for a fast motion video, the error propa-
gates quickly, so a large intra-refresh rate (or a small cycle-size) is
needed. For D4(Rs, 1) — Dy(Rs,0), the distortion difference between
all-intra and all-inter under the same bitrate, if it is large, it means
force-intra coded MBs will induce more distortion, so a small
intra-refresh rate is preferred, resulting in a smaller slope in the
linear model.

Based on the above analysis, we model the slope proportional to
E[F4s(n,n — 1)]/[Ds(Rs,1) — Ds(Rs,0)]. To see the proportion, in Fig. 5,

3 We note that another metric is to measure the average mean square error (MSE)
first and then calculate the PSNR.
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Fig. 3. Testing results on 21 sequences. The x-axis is p/(1 — p), which is in the range of (0.01,0.25] and the y-axis is the best p, i.e., 1/(Best Cycle-Size), which is in the range of
[1/40,1/4]. Here the “Best Cycle-Size” is the cycle-size (between 4 and 40) that minimizes the distortion for each packet loss rate. Note that for some sequences (e.g., bus, city,
crew...), the best cycle-size reaches the smallest cycle-size limited to 4 (8 = 0.25) when the p/(1 — p) is less than 0.25, and then the line becomes flat. We have removed that
flat part to show the linearity clearly. The black dashed line is the fitting linear function. We can see that the linear model can approximate the relationship between f and

p/(1 — p) well.

we plot the slope value H’ versus E[Fy(n,n— 1)]/[Ds(Rs1)—
Dy(Rs,0)]. For each sequence, E[Fy(n,n — 1)] is the average MSE of
all neighboring frame pairs and the Dy(Rs,1) — Dy(Rs,0) is the aver-
age MSE difference between two cases: all intra coding and all inter
coding structures. Then, we fit the points with a linear model,
which results in the following model:

H = ¢ x E[Fg(n,n — 1)]/[Ds(Rs, 1) — Ds(Rs, 0)] + d. (13)

To verify the model, we separate these 21 sequences into two sets:
11 sequences for training the parameters in Eq. (13) and the other
10 sequences for testing the performance of our proposed

cycle-size selection model. From the training part, the parameters
¢=0.3164 and d = 1.6625.

For the offset points (D’ in Eq. (10)) of each line in Fig. 4, they
have very close positions, so, in the linear model, we just use the
average value of the offsets in the training set as the offset of the

proposed model.

2.3. Content-based adaptive cycle-size selection

Combining Eqs. (10) and (13), a selection model of cycle-size N
is as follow:
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However, in low-delay video coding, we cannot get the
E[Fyn,n — 1)], the all-intra MSE D4R, 1), and all-inter MSE
Dy(Rs,0) of the whole sequence. One method is to estimate these
values based on the first N cycles. However, this may not work
when the video content changes. Another method, which is more
accurate, is to re-calculate these values every several frames and
update them adaptively. In this work, for the convenience of com-
paring with other schemes (random intra-refresh and vertical parti-
tion intra-refresh), we use the former method.

3. Design of the MB intra-refresh region partition and order

As mentioned, the distribution and the refreshing order of
intra-coded MBs could affect the R-D performance significantly.
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Fig. 5. The slopes of the linear models versus the proportion of E[F4(n,n — 1)] and
Dy(Rs, 1) — D4(R;,0). (Best viewed in color.) (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

In this section, we discuss the design of intra-refreshing region par-
tition and the refresh order. We consider the dislocation effect,
constrained intra prediction, and constrained inter prediction in
our designing process.

3.1. Consideration of issues in the intra-refresh pattern design

Some issues related to the design of intra-refresh patterns are
briefly summarized as follows.

(1) The dislocation problem

Visual artifacts are caused by the scattered distribution of
intra-coded MBs when packet loss occurs. To overcome this prob-
lem, in each frame, the forced intra-coded MBs should be grouped
together instead of being separated. Some visual results of the dis-
location problems are shown in Section 4.

(2) Constrained intra prediction

The constrained intra-prediction requires that the reference
samples of the intra prediction cannot come from the neighboring
inter-coded blocks. This constraint can protect the intra-refreshed
region so that it is not affected by the potentially corrupted
inter-coded regions. In [7], it shows that with the constrained intra
prediction, the decoded video can achieve up to about 4 dB gain
when the packet loss rate is between 2% and 8%. Note that the con-
strained intra prediction has been included in H.264/AVC standard.
Scattered distribution of the intra-coded regions will decrease the
compression efficiency due to the constrained intra prediction,
which is an error-resilience scheme. The loss of the coding effi-
ciency due to this constrained intra prediction is shown in Fig. 6.
We tested 5 CIF sequences and a 5.1% BD-Bitrate increment is
induced by the constrained intra-prediction scheme which is
significant.

(3) Constrained inter prediction

The constrained inter-prediction requires that the reference
samples of the inter prediction cannot come from the unrefreshed
regions. As a result, the sub-optimal motion prediction could cause
a coding efficiency drop. As mentioned in [ 16], taking the motion of
the frame into consideration can reduce such kind of restriction.
Note that video standards only specify those parts necessary for
interworking, not those parts that only affect the quality. Since

45 T T T T
foreman __
== _soccer

PSNR (dB)

“mobile

25 . . .
0 0.5 1 1.5 2 2.5

Bitrate (Mbps)

Fig. 6. Comparison of R-D performance of random intra-refresh coding schemes
with and without constrained intra prediction in JM 18.6 [11]. For each R-D curve
pair of 5 sequences (all are 352 x 288, 4:2:0, CIF), the dashed line is the R-D
curve coded without the constrained intra prediction, the solid line is the R-D curve
coded with constrained intra prediction. The BD-Bitrate calculation [22] shows that
constrained intra prediction will increase the bitrate by 5.1% in average.
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intra-frame coding cannot refer to other frames, it is part of the
H.264/AVC. The constrained inter prediction is to prevent the error
from propagating from the un-refreshed part. It only affects the
quality, thus, it is not part of the standard.

From the above considerations, we can see the design of
intra-refresh coding is twofold: one is to design the partition
method, which can reduce the dislocation problem and the con-
strained intra prediction problem; the other is to design the refresh
order of these partitioned regions, so that the constrained motion
vectors can be reduced.

3.2. Design of intra-refresh region partition for reducing the intra
prediction constraint

To overcome the dislocation problem and to make full use of the
intra-coded blocks in the intra prediction, grouping the intra-coded
blocks together is desired. Given a number M of MBs to be
intra-coded in current frame, they can be grouped in different
shapes, e.g., vertical strip, horizontal strip, rectangle (if M=X x Y,
where X and Y are integers larger than 1), or other irregular shapes.
In intra prediction, a coding block gets its prediction samples from
the left and top MBs. However, due to the constrained intra predic-
tion, coding blocks along the top and left boundaries of these
grouping shapes can only have partial intra-prediction pixels, so
the prediction is less efficient. It should be noted that the longer
top and left boundaries, the more blocks have partial prediction
pixels. It can be shown that grouping the intra-refreshed MBs into
a rectangular shape as close to a square as possible could minimize
the total length of the constrained boundaries, and make better use
of the intra-coded pixels.

Compared with irregular shapes, grouping intra-refreshed MBs
into a rectangle also has an advantage that it is easy to partition
one frame into different regions without any overlaps and holes.
A straightforward way is to partition a frame into w x h rectangles,
where w x h=N, and w and h are the numbers of partitions along
the width and height of the video frame, respectively. When select-
ing w and h, two factors are taken into consideration:

(i) For each N, there may exist more than one partitions. Take
N=18 as an example, it can be split into 18 x 1, 1 x 18,
6x3,3x6,2x9,and 9 x 2. Based on the grouping princi-
ple that the grouped rectangle should be as close to a square
as possible, we select the partition leading to the smallest
difference between N, /w and Np/h, where N,, and N; are
the numbers of MBs along the width and height of the video
frame, respectively.

(ii) For some prime numbers N, e.g., 11, it can only be split into
1 x N and N x 1 regions, which conflicts to the grouping
principle that the strip shape is less efficient than the rectan-
gle shape close to a square. In this case, we choose the near-
est composite number to approximate it, which could be 10
or 12 in this case. The selection of 10 or 12 is based on the
same criteria in factor (i).

3.3. Design of intra-refreshing order reducing the inter-prediction
constraint

With the whole frame spilt into w x h rectangles, we design the
refresh order so that the constrained inter-prediction effect can be
reduced. Since the constrained inter prediction happens on the
prediction from the refreshed region in the current frame to the
unrefreshed region in the previous frame, we only consider the
refresh regions in the current frame. For one refreshed partition
region, P,;; in the nth frame of one cycle, where n=1,...,N,
i=1,...,w,and j=1,...,h, the cost of the constrained inter predic-
tion is approximated by [16]

Pattern 1 Pattern 2 Pattern 3
4 A 4 4 A A
V y L/ A \ \
Pattern 4 Pattern 5 Pattern 6

Fig. 7. Six pattern candidates we evaluated. The intra-refresh regions of frames in
an intra-refresh cycle are refreshed according to a pattern shown above.

Lyij = [mvx| + [mvy | (15)

where mv, is the horizontal component of the averaging motion
vector on region P, ;; if the horizontal component points to an unre-
freshed region and similarly, mv,, is the vertical component of the
averaging motion vector on region P,;; if this component points
to an unrefreshed region. The total cost is the summation of the cost
over all regions and all frames within one cycle,

L=Y 3" L (16)
o1

Since the real motion vectors are not available at the time of select-
ing the refreshing order of each cycle, the motion vectors of the
frame previous to the current cycle is used as an approximation.
However, for a cycle-size of N, there are N! different kinds of
refreshing orders and the searching space is so huge that we cannot
afford to search every possible refreshing order to find the global
optimal order leading to the smallest cost as defined in Eq. (16).
In [16], 28 different patterns are proposed for the 4 x 3 partition
and it was demonstrated that those patterns can cover most of
the camera motions. In our case, since the cycle-size varies, we can-
not design a pattern pool specifically for each cycle-size. Based on
the simulation results, we observe that using only 6 common pat-
terns, as shown in Fig. 7, can achieve results almost as good as
the 28 different patterns used in [16]. The intra-refresh regions of
frames in an intra-refresh cycle are refreshed according to one of
the six patterns. We also tried other approaches such as
intra-refresh a region connected to the previously refreshed region
based on the smallest cost as defined in Eq. (16). However, since it
could be stuck at local minimum, it is not as good as using one of
the six patterns for the whole cycle. Note that these 6 patterns
can be extended to different partitions easily. The comparison
results are presented in Section 4. It should be noted that since
the packet loss position could be random, and the regions are
refreshed one by one in an intra-refresh cycle, a packet loss could
occur at any position in a cycle. Thus, the optimal order of refresh-
ing a particular MB does not depend on where the packet loss
occurs, but only depends on the motion due to the constrained inter
prediction.

4. Experimental results

In this section, we first test the proposed design of intra-refresh
region partition and the order, and then combine it with the adap-
tive cycle selection model in Eq. (14). In the experiment, we com-
pare our method with randomized intra-refresh (as default in
H.264 reference software), the vertical intra-refresh (as default in
x264), and the motion-adaptive intra-refresh [16]. The vertical
intra-refresh is effective and is the default method in x264. The
motion-adaptive intra-refresh can achieve better coding gain than
the previous two. We also compare with the optimal cycle size that
can achieve the best RD performance under a certain packet loss
rate.
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4.1. Experiments on the proposed design of intra-refreshing region
partition and order

The experiment is implemented in the latest H.264/AVC refer-
ence software JM 18.6 [11]. The test conditions are as shown in
Table 1.

Table 2 compares the BD-Bitrate savings (a negative number
indicates bits saving) on different sequences in source coding
(without packet loss) with N =12 and 36. Since in this case, there
is no packet loss, our proposed scheme will select a large cycle size
N (in this case 36). The comparison with N = 12 is just to show that
compared with the motion adaptive intra-refresh in [16], although
our scheme uses only six refresh-order patterns, it achieves almost
the same R-D performance as that in [16] which uses 28 different
patterns at N=12. In this table, we can see that our proposed
design also outperforms the traditional vertical intra-refreshing
under different cycle-sizes. The results under different packet loss
rates are discussed in next part.

4.2. Experiments on adaptive cycle-size selection

In this test, we use Eq. (14) to determine the cycle-size and
apply it on the testing set of 10 sequences. All sequences are
encoded in 1 Mbps with rate control. The test conditions are listed
in Table 3, which are different from the previous test.

The average decoded video PSNRs defined as in Eq. (11) are
shown in Fig. 8, where we compare four different cases:

(1) Optimal cycle-size that maximizes the PSNR of reconstruc-
tion video, using our proposed intra-refresh partition and

order.
Table 1
Test conditions for intra-refreshing region partition and order.
Profile Main
RD optimization Yes
Rate control No
Packet loss No
Quantization parameters 22,27,32 and 37
Number of reference frames 1
Table 2

BD-Bitrate saving (in%) comparison.

Table 3

Test conditions for adaptive cycle-size selection.
Profile Main
RD optimization Yes
Rate control Yes (1 Mbps)

Packet loss Yes (packet loss rate = 0-20%)

Error concealment Copying the previous image (built-in method in
JM18.6)

Number of reference 1

frames

(2) The cycle-size is determined by our proposed selection
model Eq. (14), using our proposed intra-refresh partition
and order.

(3) Optimal cycle-size that maximizes the PSNR of reconstruc-
tion video, using random intra-refresh coding as default as
in JM 18.6.

(4) Fixed cycle-size of 12 coding with the scheme in [16].

We have following remarks for these results:

(1) Our proposed linear model for cycle selection can approxi-
mate the optimal cycle-size very well.

(2) Combine the cycle selection model and the proposed
intra-refresh partition and order, the performance are even
better than the optimal results by using the random
intra-refresh scheme, especially when the packet loss rate
is high (where a small cycle size is used). It is because when
the cycle-size is small, the random intra-refresh coding has
lower coding efficiency.

(3) Compared with [16] with a fixed cycle-size N =12, about
3 dB PSNR gain in average can be achieved especially under
a high packet loss rate.

To show the improvement of our proposed method over
method in [16] more clearly, we pick up some typical packet loss
rates and show the PSNR difference in Table 4. Positive number
indicates PSNR gain (quality improvement).

Sequence Our proposed method with N=12 Our proposed method with N =36
v.s. Vertical partition [8] v.s. Motion adaptive method v.s. Vertical partition [8] v.s. Motion adaptive method
(with N=12) in [16] (with N=12) (with N = 36) in [16] (with N=12)

bridge-close -1.5 0.1 -1.1 -174
bridge-far -54 -0.3 -3.6 —24.7
bus -0.6 -0.1 0.1 -9.4
city -4.7 -0.2 -23 -18.6
coastguard -14 0.0 -1.9 -8.8
container -3.2 0.4 -1.6 —24.7
crew -0.8 0.2 0.2 —-4.7
flower -4.8 0.0 -29 -11.3
football -0.4 0.0 -0.2 -3.5
foreman -1.5 -0.1 -1.2 —-14.0
hall -2.0 -03 -04 -21.3
harbour -13 0.3 -0.2 -89
highway -2.5 0.0 -0.8 -9.8
ice -0.6 -0.3 -0.1 -7.0
mobile -1.0 0.2 -0.5 -11.7
mother-daughter -1.6 -0.5 0.1 —22.8
news -1.9 -0.3 -1.5 -24.5
silent -0.7 0.3 -0.7 -253
soccer -34 -0.4 0.2 —-4.1
stefan -2.1 1.0 0.5 -11.1
tempete -1.0 -04 -0.2 -9.8
Average -2.0 0.0 -0.9 -14.0
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Fig. 8. Comparison of the proposed cycle-size selection algorithm with our intra-refresh partition and order, optimal cycle-size with our intra-refresh partition and order, the
scheme in [16] and the optimal cycle-size with random intra-refresh. The PSNR is for the decoded video sequences. The lost frame is concealed with copying the previous

decoded frame.

Table 4

PSNR (in db) comparison for some packet loss rates versus [16].
Sequences p=0.1% p=1% p=10% p=20%
harbour 0.45 0.01 0.98 2.25
highway 0.00 0.26 2.96 3.82
ice 0.04 0.65 7.77 8.66
mobile 0.62 0.11 1.71 3.42
mother-daughter 0.30 —-0.01 1.99 3.59
news 0.69 0.09 1.96 4.06
silent 1.37 0.52 0.49 2.27
soccer 0.12 —0.03 427 497
stefan 0.52 -0.20 2.86 3.80
tempete 0.46 0.00 1.53 3.10
Average 0.46 0.14 2.65 3.99

Beside the PSNR, we also compare the decoded video quality
between our proposed method and [16] with the SSIM metric
[23]. The results are shown in Table 5.

In practice, the receiver may need to count the packet losses
and feedback to the encoder. This process will induce latency
between the estimated packet loss rate and the actual packet loss
rate. To investigate the performance of our proposed method in

this scenario, we perform simulations to investigate the PSNR
changes with inaccurate packet loss rate estimations due to the
latency of the feedback from the decoder. In this simulation, a real
packet loss rate (1.0%) is used, while the estimated packet loss rate
used to derive the intra-refresh cycle size varies within a range
(0.1-4.0%). The results are in Fig. 9. We have following two
remarks:

(1) For most sequences, the best PSNR appears at the matching
point (estimated packet loss rate =actual packet loss
rate = 1%). It can further confirm the effectiveness of our pro-
posed linear model.

(2) When the estimated packet loss rate deviates from the
actual packet loss rate. The PSNR may degrade, but the qual-
ity is still relatively good.

4.3. Visual results

In Figs. 10 and 11, some visual results of the same frame are
compared with different coding methods to show the resultant dis-
location artifacts. It is clear that our proposed method have a good
error-resilience performance. Compared with the scattered
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Table 5
SSIM comparison for some packet loss rate versus [16].

Sequences p=0.1% p=1.0%

[16] Proposed [16] Proposed
harbour 0.953 0.958 0.947 0.947
highway 0.954 0.954 0.950 0.951
ice 0.984 0.984 0.975 0.980
mobile 0.939 0.945 0.927 0.928
mother-daughter 0.986 0.986 0.984 0.983
news 0.985 0.987 0.984 0.984
silent 0.975 0.981 0.973 0.976
soccer 0.918 0.921 0.900 0.892
stefan 0.972 0.974 0.957 0.953
tempete 0.955 0.959 0.950 0.950
Average 0.962 0.965 0.954 0.954

p=10.0% p=20.0%

[16] Proposed [16] Proposed
harbour 0.895 0.909 0.838 0.880
highway 0.922 0.936 0.895 0.920
ice 0.896 0.946 0.826 0.910
mobile 0.802 0.845 0.664 0.781
mother-daughter 0.962 0.973 0.938 0.961
news 0.967 0.971 0.947 0.962
silent 0.948 0.941 0.923 0.927
soccer 0.744 0.807 0.637 0.733
stefan 0.802 0.870 0.696 0.801
tempete 0.886 0.909 0.806 0.874
Average 0.882 0.911 0.817 0.875

random intra-refresh coding, dislocation problem is avoided. It
should be noted that the MB region groupings in the vertical par-
tition intra-refresh scheme can be considered as a special case of
our rectangle region grouping, and so will also not show the

dislocation errors. However, due to its partition, some vertical
stripe artifacts could be observed, and it has lower coding effi-
ciency (shown in Table 2).

5. Conclusion and future work

In this paper, we present an efficient intra-refresh cycle-size
selection model depending on the network packet loss rate and
the motion in the video content. We also present a design of
the intra-refresh partition and order which is based on the
dislocation error, constrained intra-prediction, and constrained
inter-prediction. To select the best cycle-size adaptively according
to the packet loss rate, we propose a linear model, where no
heuristic sequence-specified parameters are needed. In the
intra-refresh partition and order design, we discuss issues in
intra-refresh coding, and propose a universal strategy for the
intra-refresh partition and order design for different cycle sizes.
Experimental results confirm the effectiveness of the proposed
algorithms.

In the current simulations, one intra-refresh cycle size is used
for the whole video sequence, which does not consider the scene
change in the video. One of our future works is to extend this
scheme so that the parameters can be updated more frequently
and the cycle size selection can be adaptive to the scene changes.
Another future work is to extend this method in the newly
H.265/HEVC standard [24]. The H.265/HEVC uses a quad-tree cod-
ing structure, where the coding unit size varies from 8 x 8 to
64 x 64. A straightforward way to adapt our low-delay
error-resilient method in HEVC is to apply the intra-refreshing
for an LCU (largest coding unit), which is similar to the MB. More
work will be done to investigate the intra-refresh in H.265/HEVC.
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Fig. 9. Decoded PSNR for different estimated packet loss rates from 0.1% to 4.0% when the actual packet loss rate is 1%.
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SIEMENS.

(a) Original (b) w/o intra-refresh (only 15 frame is
intra-coded)

SIEMENS

y -,

(©) w/ random intra—refr 7

Fig. 10. One reconstructed frame from “foreman” with transmission error. In different methods, the lost frames are the same.

(b) w/o intra-refresh (nly 1* frame is
intra-coded)

(c) w/ random intra-refresh

Fig. 11. One reconstructed frame from “soccer” with transmission error. In different methods, the lost frames are the same.
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