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Improving Intra Prediction in High-Efficiency
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Abstract— Intra prediction is an important tool in intra-frame
video coding to reduce the spatial redundancy. In current coding
standard H.265/high-efficiency video coding (HEVC), a copying-
based method based on the boundary (or interpolated boundary)
reference pixels is used to predict each pixel in the coding
block to remove the spatial redundancy. We find that the
conventional copying-based method can be further improved in
two cases: 1) the boundary has an inhomogeneous region and
2) the predicted pixel is far away from the boundary that the
correlation between the predicted pixel and the reference pixels is
relatively weak. This paper performs a theoretical analysis of the
optimal weights based on a first-order Gaussian Markov model
and the effects when the pixel values deviate from the model
and the predicted pixel is far away from the reference pixels.
It also proposes a novel intra prediction scheme based on the
analysis that smoothing the copying-based prediction can derive
a better prediction block. Both the theoretical analysis and the
experimental results show the effectiveness of the proposed intra
prediction method. An average gain of 2.3% on all intra coding
can be achieved with the HEVC reference software.

Index Terms— Intra prediction, coding gain, high efficiency
video coding.

I. INTRODUCTION

INTRA frame coding is essential in both still image and
video coding. In the block-based coding scheme, the spa-

tial redundancy can be removed by utilizing the correlation
between the current pixel and its neighboring reconstructed
pixels. From the differential pulse code modulation (DPCM)
in the early video coding standard H.261 to the angular intra
prediction in the latest H.265/HEVC [1], different intra predic-
tion schemes are employed. Almost without exception, linear
filters are used in these prediction schemes. In H.264/AVC
and H.265/HEVC, a copying-based intra prediction is used.
In this scheme, a reference pixel (or a filtered one over its
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neighboring pixels) is copied as the predictor of current pixel.1

Recently, recursive prediction methods with 3-tap filters [2]
or 4-tap filters [3] are proposed to improve the intra predic-
tion accuracy. In both methods, the prediction weights are
derived under the first-order 2D Gaussian Markov model,
in which the parameters are trained from real video sequences.
In [4], it compares the copying-based intra prediction used
in H.264/AVC and the recursive intra prediction, and presents
a new training method for the parameters in the first-order
2D Gaussian Markov model. Fundamentally, the design of
linear intra prediction can be formulated as finding suitable
prediction weights. It has been shown that given the statis-
tics of the coding blocks as well as the reference pixels,
the Wiener filter [5] is the optimum filter leading to the
minimum prediction mean square error (MSE) [6]. Based on
the statistical model trained from real images, a position-
dependent filtering intra prediction is proposed in [7]. Each
position under different block size and intra prediction mode
has its own (Wiener) filtering weights. However, a large table
of filtering weights is needed, and it is unsuitable for HEVC
with block sizes up to 64 × 64 and the number of modes
up to 35. A partial-differential-equation-based (or briefly
PDE-based) image inpainting technique is applied in the intra
prediction [8]. It assumes the image patch is smooth so that
the prediction block is generated by solving a PDE problem
with known boundary pixels. An improved method using
mode-dependent angular masks is proposed in [9]. However,
the computation complexity for solving the PDE problem is
much higher than the linear intra prediction scheme. In previ-
ous linear intra prediction methods, the boundary reference
pixels are assumed to have high quality and follow the
2D Gaussian Markov model. However, in the real sequences,
some boundary pixels may not be available, or have noise
and/or quantization errors [10], [11].

In this paper, we first theoretically analyze the optimal
prediction assuming the pixels in the video frames follow an
underline first-order Gaussian Markov model. It shows that the
copying-based method is a good approximation of the optimal
prediction when the inter-pixel correlation is high. However,
when the pixel is far away from the reference, the correlation
is low, that may need a smaller prediction weight. We then
define the pixels with error as those pixels with pixel values

1To avoid confusion, it is noted that the “copying-based intra prediction”
is unrelated with the newly adopted “intra block copy” mode in the screen
content video coding extension (HEVC-SCC).
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deviate from the underline model. This error will account
for the quantization errors, noises, and edge pixels. It shows
that the availability and the errors of the boundary pixels
affect the intra prediction accuracy. The theoretical coding
gain of different intra prediction methods are compared. Based
on the theoretical analysis, the paper presents a novel intra
prediction scheme via properly smoothing the copying-based
intra prediction.

It should be noted that besides using one-pixel width
reference pixels adjacent to the current block, some other
intra prediction schemes, e.g., intra block copy [12]–[14]
and palette coding [15], are proposed in the screen content
coding [16]. Although these methods show a very significant
gain in the screen content coding, the gain on the natural
content video coding is not as good as that of the conventional
linear prediction method. Hence, in this paper, we focus on
the improvements on the linear intra prediction scheme using
boundary reference pixels.

The reminder of this paper is as follows: Section II discusses
the optimal intra prediction when predicted pixels are far away
from reference pixels and the reference pixels have deviation.
A theoretical coding gain is proposed as well. Section III pro-
poses the novel intra prediction scheme with block-size-
dependent iterative filtering and shows the design of this filters.
The experimental results are presented in Section IV. Section V
concludes this paper.

II. THEORETICAL CODING GAIN WITH

INTRA PREDICTION

The theoretical coding gain comparison is used in the design
of transform coding [17]–[19]. This section utilizes the coding
gain to discuss different prediction schemes and the effect
when the predicted samples are far away from the reference
sample and reference samples have deviation.

A. Intra Prediction in 1D Source Without Error

Consider a 1D sequence, X = [x0, x1, . . . , xN ]T, following
the zero-mean unit-variance first-order Gaussian Markov chain
model, its auto-correlation matrix is:

E[X X T ] =

⎛
⎜⎜⎜⎜⎜⎝

1 ρ ρ2 · · · ρN

ρ 1 ρ · · · ρN−1

ρ2 ρ 1 · · · ρN−2

...
...

...
. . .

...

ρN ρN−1 ρN−2 · · · 1

⎞
⎟⎟⎟⎟⎟⎠

, (1)

where the ρ is the correlation coefficient, which is usually
close to 1.

Suppose the first sample x0 is the boundary value which
is used to predict xi, i = 1, ..N , there exists a prediction
matrix P generating the predictors X̂ as follows:

P =

⎛
⎜⎜⎜⎜⎜⎝

0 0 0 · · · 0
p1 0 0 · · · 0
p2 0 0 · · · 0
...

...
...

. . .
...

pN 0 0 · · · 0

⎞
⎟⎟⎟⎟⎟⎠

, and (2)

X̂ = P X, (3)

where pi , i = 1, . . . , N , are the prediction weights on x0 for
each samples. Note that only the first column of P has non-
zero values, which means the prediction only depends on x0.
The problem of finding the optimum prediction Popt leading
to the least predictor error can be formulated as

Popt = arg min
P

E
N∑

i=1

(xi − pi x0)
2 (4)

It is easy to get the optimum pi by taking the derivatives of
Eq. (4) with respect to pi and set it to zero. The solution is

pi,opt = E(xi x0)/E(x0x0). (5)

Substitute the auto-correlation with the values in Eq. (1),
the optimum prediction weights under the first-order
Gaussian Markov chain model is

pi,opt = ρi , i = 1, . . . , N. (6)

With optimum prediction matrix, the residuals Y =
[y0, y1, y2, . . . , yN ]T , is derived by X − PX

Y = (I − P)X, (7)

where the I is the identity matrix. The element in the
auto-correlation matrix of Y is

E[yi y j ] = ρ|i− j | − ρi+ j , i, j = 1, . . . , N (8)

The intra prediction process in Eq. (7) can be treated as
a transform and the coding gain of a transform is the ratio of
the geometric mean of the transform domain sample variance
before and after the transform [20]. In the intra prediction
case, since the reference samples (e.g., x0 in the 1D case) are
unchanged, the variance of these samples is excluded in the
coding gain calculation. The coding gain defined in decibel is

G = 10 log10

⎛
⎝

(
N∏

i=1

σ 2
xi

)1/N

/

(
N∏

i=1

σ 2
yi

)1/N ⎞
⎠, (9)

where the variances of xi and yi are the auto-correlation
E(xixi) and E(yi yi ) since they are zero-mean. Substitute the
variances with values in Eq. (1) and Eq. (8), the coding gain
with optimal prediction weights in 1D first-order Gaussian
Markov source is

G1D,opt = −10

N

N∑
i=1

log10(1 − ρ2i ) (10)

The coding gain of the copying-based intra prediction can be
derived with Eq. (9) similarly. Note that when N is small,
copying the x0, i.e., pi = 1 in Eq. (2), is a good approxi-
mation of the optimum intra prediction. However, when N is
larger, the copying-based method is inefficient. Eq. (6) shows
that when a sample has large index (far away from x0),
the prediction weight should be small. To illustrate the coding
gain difference between the optimal prediction weights and
the copying-based method when N changes, one example is
given as follows: a 1D first-order Gaussian Markov chain
[x0x1x2 . . . xN ] with ρ = 0.95. For different N from 4 to 32,
the coding gains with optimal prediction weights derived in
Eq. (6) and the copying-based intra prediction are shown
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Fig. 1. Coding comparison under different sizes of samples. For larger size
samples, the copying-based method is much less efficient than the optimal
prediction weights.

in Fig. 1. It is clear that the copying-based prediction is always
less efficient than the optimal prediction. Moreover, the coding
gain difference between these methods is larger when N is
increasing.

B. Intra Prediction for 1D Source With Error

In the previous 1D case, it shows that when the predicted
samples are far away from the reference sample. The copying-
based intra prediction is not a good approximation of the
optimal intra prediction. Note that, in this case, the reference
sample has no error. However, in a real sequence, the reference
sample is always a reconstructed one, with quantization error.
Hence, the reference sample is

x̂0 = x0 + δ, (11)

where the δ is the error on the reference pixels. The δ is zero-
mean, independent to all other samples and has a variance
of σ 2. It has been pointed out in [10] that δ can cover the
case that the reference sample is unavailable (in practical video
coding, the unavailable reference pixels are always filled with
neighboring known pixels) or when there is noises on the
original reference samples.

With the errors in the reference samples, the sequence and
its auto-correlation matrix is rewritten as

X̂ = [
x̂0 x1 . . . xN

]T
, (12)

E[X̂ X̂ T ] =

⎛
⎜⎜⎜⎜⎜⎝

1 + σ 2 ρ ρ2 · · · ρN

ρ 1 ρ · · · ρN−1

ρ2 ρ 1 · · · ρN−2

...
...

...
. . .

...

ρN ρN−1 ρN−2 · · · 1

⎞
⎟⎟⎟⎟⎟⎠

. (13)

Note that the only difference between Eq. (5) and Eq. (13)
is the auto-correlation of the reference sample. The optimum
prediction weights in the prediction matrix P of Eq. (2) are:

pi = ρi/(1 + σ 2), i = 1, . . . , N. (14)

Compare Eq. (14) with Eq. (6), it shows that a smaller intra
prediction weights are desired in case when the reference
samples have error. For a relatively large error δ, the optimum
weights derived by Eq. (6) is sub-optimum. To illustrate the

Fig. 2. Coding gain comparison under different levels of reference deviation.
When the deviation is large, the optimal weights derived in Eq. (14) consid-
ering the deviation is much better than the weights derived in Eq. (6), which
does not considering the deviation.

effects of this reference deviation, one example is shown as
follow. For a source with ρ = 0.95, N = 8, and σ = 0 ∼ 0.5,
the coding gain with three intra prediction methods 1) derived
by Eq. (14), 2) derived by Eq. (6), and 3) copying-based
prediction are shown in Fig. 2. The figure shows that when
the deviation associated with the reference samples increases,
the intra prediction weights considering the error is much
better than weights without considering the deviation and the
copying-based method.

C. Intra Prediction for 2D Directional
Sources Without Error

The previous analysis on the 1D case can be extended to
the 2D case. Denote xi, j , (i , j = 0, . . . , N) as the a pixel
on the i -th row and j -th column in an image. Under the
2D first-order Gaussian Markov model with zero mean and
unit variance, an isophote auto-correlation model of two
pixels xi, j and x p,q is used as follows:

E[xi, j x p,q] = ρ
√

|i−p|2+| j−q|2 (15)

where ρ is the correlation coefficient.
Considering the image source has a dominating direction,

the correlation model can be extended to [17], [21]

E[xi, j x p,q] = ρ

√
d2

1 (α)+η2d2
2 (α)

, (16)

where,
{

d1(α) = ( j − q) cos α − (i − p) sin α

d2(α) = ( j − q) sin α + (i − p) cos α.
(17)

In this model, α is the dominating direction, e.g., α = 0
means the source has a vertical direction. d1 and d2 are the
distance between xi, j and x p,q along the dominating direction
and perpendicular to that direction, respectively. η (≥1) is the
parameter indicating the directionality. A larger η means the
correlation along the dominating direction is higher than the
perpendicular direction. A typical set of parameters ρ = 0.99
and η = 5 (1 for DC and Planar modes) are used. These
parameters are trained on the real video sequences and the
details are described in the Appendix A.
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Fig. 3. Current coding block and its neighboring reference pixels.

For a 2D source, the coding block and its neighboring
reference pixels can be concatenated into a tall vector. As in
the HEVC, for a N × N block, the 2 × N pixels above and
above-right, and 2×N pixels left and left-bottom to the blocks,
as well as the top-left one pixel, are used as the reference
pixels, as shown in Fig. 3.

Here it assumes all reference pixels are available (or filled
with some methods). So there is a total of 4 × N + 1 + N2

samples in the vector:

X = [x0,0, x1,0, . . . , x2N,0, x0,1, . . . , x0,2N , x1,1,

x2,1, . . . , xN,N ]T (18)

The first 4 × N + 1 samples are the references, followed by
N2 samples in the current coding block, which is concatenated
column-wise. For simplicity, the 1D vector X is rewritten as

X = [AT BT ]T (19)

where A = {ai }, i = 1, . . . , 4N +1, are the reference samples
and B = {b j }, j = 1, . . . , N2 are the coding block samples.

The intra prediction can also be formulated as a matrix
multiplication, similar to Eq. (2) an Eq. (3). The prediction
matrix P is

P =
(

0(4N+1)×(4N+1) 0(4N+1)×N2

WN2×(4N+1) 0N2×N2

)
(20)

where W = {wi, j } (i = 1, . . . , N2, j = 1, . . . , 4N + 1) is the
matrix of weights. Each row of matrix is a set of prediction
weights on all reference pixels.

Similar to the 1D source, the residual is derived by Eq. (7)
and the coding gain can be calculated via Eq. (10). The prob-
lem of finding the optimum prediction weights is formulated as

Wopt = arg min
W

E
[
‖B − W • A‖2

2

]
. (21)

Let wi be the i -th row of W , the problem in Eq. (21) is
equivalent to solving each row of W ,

wi,opt = arg min
wi

E
[
‖bi − wi • A‖2

2

]
, i = 1, .., 2N. (22)

The solution is

wi,opt = E(AAT )−1 • E(bi A), (23)

Fig. 4. Coding gain comparison between optimal weights intra prediction
and the copying-based method under two directional models (left: horizontal,
right: diagonal-right-down).

Fig. 5. Coding gain comparison under different levels of reference devia-
tions. When the deviation is large, the optimal weights derived in Eq. (26)
considering the deviation is much better than the weights derived in Eq. (23)
without considering the deviation.

where E(AAT ) is the auto-correlation matrix of reference
samples and E(bi A) is the correlation between the sample bi

and all reference samples. Actually, Eq. (22) is the
Weiner filter.

Similar to 1D case, for a large block, the pixels far away
from the reference boundary has lower correlation. One exam-
ple as follow shows the coding gain difference between the
copying-based intra prediction and the optimal weights intra
prediction. In this example, the 2D samples follow the model
in Eq. (16) with ρ = 0.99, η = 5. Two directions α = 0 and
α = −π/4 are tested, which means the block has a horizontal
direction or a diagonal down right direction. For α = 0,
the copying-based method follows the intra prediction mode
10, and for α = −π/4, the copying-based method follows the
intra prediction mode 18. The block size varies from 4 to 32.
The coding difference under these two directions are shown
in Fig. 4.

From above analysis, it is similar to the 1D case that in
a large block, when there are more samples far away from
the reference samples, the copying-based prediction is less
efficient.

D. Intra Prediction on 2D Directional Sources With Error

It has been shown in Section II-B that in 1D source, the error
on reference samples affects the optimum intra prediction
weights. The effects on 2D sources are analyzed as follows.
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Fig. 6. These 16 figures show the prediction weights on all 4 × 4 pixels. In each figure, three lines present the weights of each reference pixels under
different error level (solid line: σ = 0, dashed line: σ = 0.2 and dotted line: σ = 0.5). The index of the reference pixels correspond to the position
of 17 reference pixels in the clock-wise direction, for the bottom-left x8,0 to the top-right x0,8.

Denote the distorted reference samples as

x̄i, j = xi, j + δi, j , (24)

where δi, j is zero-mean, independent to all the samples and
has a variance of σ 2. Hence, the Eq. (19) becomes

X = [
ĀT BT

]T
, (25)

where Ā is the vector of deviated reference samples. The
solution in Eq. (22) is updated with

wi,opt = E( Ā ĀT )−1 • E(bi Ā). (26)

Compare Eq. (26) to Eq. (23), note that δi, j is independent
to bi , the change of optimal prediction weights only comes
from the inverse of new auto-correlation matrix. The effects
of reference deviation on the coding gain are shown in Fig. 5.
In these figures, two different directional models (horizontal
and diagonal-down-right) are tested. The σ is from 0 to 0.5.
It can be seen that when the deviation is relatively large,
the optimal weights in Eq. (26) considering the deviation is
much better than the weights by Eq. (23) which does not
consider the deviation.

From the previous analysis, we have the conclusion that
the current copying-based method in intra prediction is less
efficient in two cases: 1) when more predicted samples are
far away from the reference sample and 2) the reference
samples have relatively larger deviations. One straight-forward
idea is to apply the optimal weights instead of copying-
based method in these two cases. Since all the correlation
can be derived via the 2D source model in Eq. (16), or by
training real image data [7], an optimum prediction weights
table can be calculated. However, the weights are position-
dependent, the size of weights table would be N2 × (4N + 1).

In HEVC, the N could be 4, 8, 16 and 32, hence there
are 151120 numbers in a weights table for one directional
model. Consider there are 34 intra prediction directions, each
one having a different correlation matrix, there are more than
4 × 106 numbers! Hence, the position-dependent weights are
not feasible for the HEVC intra prediction scheme. Hence,
we like to find an approximation to the optimal weights.

From Eq. (6) and Eq. (14) derived in the 1D case, it is clear
that a smaller weights would be better for aforementioned
two cases where the copying-based method is inefficient.
However, the derivation of the analytical solution to the
optimum weights in 2D case is too complicated. A quantitative
simulation is shown to compare the weights. In this simulation,
a 4 × 4 block is predicted by its 17 neighboring references
samples as shown in Fig. 3. Each sample is zero-mean
and unit-variance. The correlation among all 33 samples is
modeled by Eq. (16) with ρ = 0.99, η = 5 and α = 0,
which is the horizontal direction. For all samples in the block,
the optimal weights can be derived, given the error δ (with
variance σ ). Different σ = 0, 0.2 and 0.5 are simulated and
the corresponding weights are shown in Fig. 6.

The following observations can be derived from Fig. 6.

1) Under the same level of deviation, the prediction weights
on the pixels far away from the reference along the
prediction direction are smaller. In this example, the pre-
diction direction is horizontal. From left to the right,
the optimal weights under the same deviation level are
decreasing.

2) On the same pixel, when the deviation level increases,
the weights are also decreased. It can be proved that
when the error is very large, the weights will approach
to the same value, which is shown in the Appendix B.
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Algorithm 1 Iterative Filtering Intra Prediction

Note that in the above example, the pixels are assumed to
be zero-mean, so that the sum of weights can be less than 1,
which does not cause DC drift. However, in the real image,
the pixel value is among 0 to 255, the DC value should be
subtracted from the reference samples so that they are zero-
mean. And then a weighted prediction are applied on these
sample and the DC value is added to keep the samples from
DC drifting. If the DC value is estimated by using the average
of some neighboring pixels, it can be seen that a smaller
prediction weight for zero-mean sources leads to a smoother
weighted prediction on neighboring references. In the next
section, we propose to use an iterative filtering method to
approximate the smoothing weighted prediction.

III. PROPOSED RATE-DISTORTION OPTIMIZED ITERATIVE

FILTERING INTRA PREDICTION

The example in the previous section shows that smoothed
prediction weights instead of copying-based method is more
suitable for pixels far away from the reference samples along
the direction prediction and the reference samples have devia-
tion. This section proposes an iterative filtering method as an
extra intra prediction mode in addition to the copying-based
method to handle this situation.

A. Iterative Filtering Intra Prediction

To smooth the prediction weights, a copying-based predictor
block is first generated, then the predictor block is convolved
with a smoothing filter. Since the larger block has more pixels
far away from the boundary, a stronger smoothing is needed.
To have a smoother predictor, a larger smoothing filter is
needed or the smoothing filter is applied multiple times. In this
scheme, the latter one is chosen since it is easier to choose the
filtering times (discussed later) other than to design the filter
parameters in a large filter. The iterative filtering algorithm is
summarized as follows in Algorithm 1.

Fig. 7. Coding comparison between 1) the optimal intra prediction; 2) the
iterative filtered intra prediction and 3) the HEVC (copying-based) intra
prediction mode 10. The best performance of iterative filtering intra prediction
for 4 × 4 and 8 × 8 blocks appear at iteration time T = 3 and 5, respectively.

B. Filter Design and Iteration Number Selection

Given a smoothing filter, the proper iteration time needs to
be determined. In this part, the coding gain defined in Eq. (9)
is used to evaluate the best iteration number. According to our
simulation, the results are not sensitive to the selection of filter
kernel. It is pointed out in [9] that a mode dependent kernel
can be used. However, according to our tests, mode-dependent
kernels do not improve the performance of our method. It is
also possible to apply multiple filters and select the best one
by RD optimization, but the extra overhead to indicate the
kernel will increase the bitrate and the computing complexity.
Hence, the following smoothing filter is used:

K = 1

6

⎛
⎝

0 1 0
1 2 1
0 1 0

⎞
⎠ (27)

Consider an N × N block with 4N +1 neighboring references
pixels. Each pixel is zero-mean and unit-variance. The corre-
lation among all pixels is modeled by Eq. (16) with ρ = 0.99,
η = 5 and α = 0, which is the horizontal direction. The
deviation with σ = 0.2 is added on the reference pixels. The
following 3 intra prediction schemes are compared: 1) optimal
intra prediction derived by Eq. (26); 2) Iterative filtering intra
prediction via the filter K in Eq. (27) with iteration time of
T = 1, 2, . . . , 20; and 3) the copying-based intra prediction
in the HEVC with mode 10 (horizontal); The coding gain
comparison under different T is showed in Fig. 7.

From the above example, it shows that the optimal weights
scheme outperforms both copying-based and the proposed
iterative filtering intra prediction schemes. However, as men-
tioned in the previous section, the optimal weights intra
prediction needs a large weights table, which is infeasible in
current HEVC standard. For the iterative filtering scheme on
4×4 and 8×8 blocks, the coding gain increases as the iteration
grows and then decreases after the best iteration number. The
best iteration number of 3 and 5 achieve the highest gain in
4 × 4 and 8 × 8 blocks, respectively. Hence, in the design
of the proposed intra prediction, the iteration number in the
horizontal mode is set to 3 for 4 × 4 and 5 for 8 × 8.

The similar simulation is done on the DC mode and other
HEVC angular modes, with different size include 4×4, 8×8,
16 × 16 and 32 × 32. The simulation results for DC mode is
shown in Fig. 8.
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Fig. 8. Coding comparison between the optimal, the HEVC mode 1 (DC)
and the iterative filtered intra prediction schemes on a 2D source without
dominating direction (η = 1, ρ = 0.99 and σ = 0.2). The coding of iterative
filtering intra prediction will converge after about T = 30.

TABLE I

BEST ITERATION NUMBERS UNDER DIFFERENT

MODES AND BLOCK SIZES

Fig. 9. The flowchart of the proposed intra prediction scheme on both encoder
and decoder side. The iterative filtering intra prediction is added as an extra
coding mode.

The best iteration numbers under different situations are
listed in Table I.

C. Rate-Distortion-Based Mode Selection

The proposed iterative filtering method is used as an extra
mode to the existing copying-based method in the intra pre-
diction process. The encoder and decoder flow-chart is shown
in Fig. 9.

The Filter flag in Fig. 9 is selected based on the rate-
distortion cost of each Coding Unit (CU) and encoded into
the bit stream by the entropy encoder. Note that in the
current HEVC standard, the intra prediction is applied on the
Transform Unit (TU) level, which means the CU can be further
split into a quad-tree structure and then the intra prediction is
applied on the leaves of this quad-tree, which is called residual
quad-tree (RQT). RQT can enhance the prediction accuracy

TABLE II

BD-BITRATE REDUCTION WITH AI, RA, LDB AND LDP
CONFIGURATION ON FULL SEQUENCES

since the reference is closer to the predicted block. To achieve
the best performance, the proposed iterative filtering should
be tested on each TU and different TUs may choose different
modes (with or without filtering). However, this increases
overhead bits and the searching time significantly. Therefore,
in the proposed scheme, the RDO-based selection is tested on
the CU level and only one Filter flag is encoded for each CU.

IV. EXPERIMENTAL RESULTS

A. Bitrate Reduction in the HEVC

The proposed intra prediction method is implemented in the
HEVC reference software, HM-14.0 [22], on all Y, Cb and Cr
components. The coding parameter configuration follows the
HEVC common test conditions [23]. The main tier (QP = 22,
27, 32 and 37) is tested. Since we are more interested on high
resolution video sequences, 2K to 8K sequences are tested.
In this test, the kernel in Eq. (27) and the iteration numbers
in Table I are used.

Since better intra-coded frames can also improve the coding
efficiency of inter coding. Besides all intra (AI) coding,
we also test our proposed method in random access (RA),
low-delay B (LDB) and low-delay P (LDP) coding configures.
Note that in these inter coding tests, all frames are coded.
The BD-Bitrate [24] results for Y components are shown in
Table II. The negative number means the bitrate is reduced
compared with HM-14.0.

The gain of this proposed method is 2.3% on average and
up to 3.8% in all intra (AI) coding, which is significant in
the current HEVC coding standard. It is also clear that our
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TABLE III

BEST ITERATION NUMBERS UNDER DIFFERENT
MODES AND BLOCK SIZES

TABLE IV

BD-BITRATE REDUCTION COMPARED WITH OTHER METHODS

IN AI CONFIGURATION ON SHORT SEQUENCESS

proposed method can also improve the coding gain in inter
coding settings.

B. Comparison With Other Methods

We compare following four methods as follows:
1) Recursive extrapolation intra prediction in [2];
2) PDE-based inpainting intra prediction in [9];
3) Our proposed method with following filtering kernel and

the associated iteration numbers in Table III.

K1 = 1

9

⎡
⎣

1 1 1
1 1 1
1 1 1

⎤
⎦;

Fig. 10. Percentage of CUs using iterative filtering and HEVC mode under
different intra prediction directions in (a) Kimono and (b) 4K_Seq1.

4) Our proposed method with filtering kernel K2 as in
Eq. (27) and iteration numbers in Table I.

Note that, different from the testing in Section IV-A, we test
more sequences with lower resolution (LR). Since our pro-
posed method is a intra coding tool and coding performance
on first few frames are very good approximation of the overall
performance, we only test short sequences with first 10 frames
for LR and 2K sequences and first 3 frames for 4K and 8K.
All results are tested with AI configuration. The BD-Bitrate
results are listed in Table IV.

Compared with other methods in [2] and [9], the proposed
method outperforms those two on almost all testing sequences
and the average improvement is about 0.5% to 0.7%. Compar-
ing the results from kernel K1 and kernel K2, it can be seen
that the gain is not sensitive to the selection of kernel, as long
the proper iteration numbers are selected.

C. Hit Ratio

To demonstrate the effectiveness of the proposed iterative
filtering method, the hit ratio of this new intra prediction mode
is presented in Fig. 10 and Fig. 11.
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Fig. 11. Hit ratio in the first frame of Kimono. The green blocks indicate
CUs using iterative filtering mode. The red blocks indicate CUs using HEVC
intra prediction mode. (Best view in color).

TABLE V

BD-BITRATE REDUCTION ON SEPARATE MODES IN

AI CONFIGURATION ON SHORT SEQUENCES

D. Separate Gain From DC, Planar and Angular Modes

To investigate the separate gain from different modes,
we test more cases with the proposed method applied on
1) only DC mode, 2) only Planar mode, and 3) only Angular
modes. The filtering kernel follows Eq. (27) and the iteration
number is in Table I. The results are shown in Table V.

TABLE VI

ITERATION NUMBERS FOR TESTS WITH DIFFERENT ITERATION NUMBERS

TABLE VII

BD-BITRATE REDUCTION COMPARED WITH DIFFERENT ITERATION

NUMBERS IN AI CONFIGURATION ON SHORT SEQUENCESS

The result shows that applying only on DC and only
on Planar achieve the similar gain, both are about 0.5%
on average. Applying on only angular modes can achieve
a gain of 1.8%, which is close to the gain on all modes.
One reason that angular modes contribute most of the gain is
that most blocks use angular modes. Another reason is that the
smoothed angular blocks sometimes are similar to smoothed
DC or smoothed Planar predicted blocks, so that some blocks
originally using the DC or Planar modes would change to
the angular modes. This is also the reason why the gain on
separate modes are not additive.

E. Effects of Iteration Numbers

The number of convolution iterations affects the computa-
tion complexity. To investigate the coding performance of the
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TABLE VIII

TRAINED PARAMETERS IN FIRST-ORDER MARKOV
2D DIRECTIONAL MODEL

proposed method with different iterations, more tests on the
kernel as in Eq. (27) are conducted with iteration numbers in
Table VI.

The BD-Bitrate results are shown in Table VII.
The result shows that if the iteration number is too small or

too larger, the performance is degraded (compared to the best
result of 1.9%, in Table IV, last column). For the complexity,
it is clear that a smaller iteration number has less complexity.

F. Encoding and Decoding Complexity

According to the encoding and decoding time in Table IV,
the proposed new intra prediction mode increases the encoder
time by about 400% of the anchor and the decoding time
by about 150% of the anchor, in the All-Intra configuration.
The additional complexity mainly comes from the iterative
filtering and the extra mode decision. By reducing the iteration
number, the additional encoding and decoding time can be
reduced. In Table IV Test 2, the complexity is reduce to 262%
(encoding) and 124% (decoding). Note that this new intra
prediction mode can be done in parallel to current HEVC
mode. More work will be done to reduce the complexity.
Also, in most practical applications, both inter coding and
intra coding are used. Since inter coding requires much more
computations, the overall impact on the complexity is not as
high.

V. CONCLUSION

This paper has two contributions: 1) it discusses the intra
prediction weights in the situation when the predicted samples
have low correlation with the reference sample and the refer-
ence samples have deviation, and 2) proposes a novel intra
prediction scheme using iterative filtering, which is suitable
for cases in 1). The proposed method is used as an extra
intra prediction mode in addition to the copying-based HEVC
intra prediction scheme. The theoretical coding gain is used
to compare the proposed scheme and the current HEVC intra
prediction scheme. It shows that better gain is achieved by

the iterative filtering method when a proper iteration number
is selected. The experimental results in the HEVC reference
software also confirms the effectiveness. The BD-bitrate reduc-
tion is up to 3.8% and 2.3% on average. One of our future
work is to find a better way to design the kernels, e.g., adaptive
to the block size, to have better results and less computation
complexity.

APPENDIX A

The 2D directional Gaussian Markov model in Eq. (16) can
be rewritten in a linear format,

s = β1t1 + β2t2, (28)

where

s = log2 E(xi, j x p,q)

β1 = log2 ρ

t1 = d2
1 (α)

β2 = η2 • log2 ρ

t2 = d2
2 (α)

Given the auto-correlation matrix of the mode and the domi-
nating direction angle α, the values s, t1 and t2 are known and
the β1 and β2 can be derived from a linear regression, then
the ρ and η are calculated. The training process has following
steps:

1. Select the first frame from six sequences: Kimono,
Cactus, BasketballDrive, BQTerrace, 4K_Seq1 and
Butterfly.

2. For each image, it is divided into non-overlapped 8 × 8
small patches and the intra mode of each patch is deter-
mined via minimizing the SAD between the prediction
and the image patch.

3. All patches with the same mode are classified as the
“observations” of that mode and the auto-correlation
matrix is calculated.

4. Use the least square method to find the β1 and β2, and
calculate ρ and η.

For some of these modes, when the trained parameter is
not a real number, e.g., when β1 is negative, parameters are
linearly interpolated with parameters of its neighboring mode.
The final training result is shown in Table V. For simplicity,
in analysis within this paper, a typical set of parameters
ρ = 0.99 and η = 5 (1 for DC and Planar modes) are used.

APPENDIX B

For the distorted reference, the optimal weights are derived
by Eq. (26). Given N reference samples, the following approx-
imation holds when σ 2 is large and ρ− > 1.

E( Ā ĀT ) ≈

⎛
⎜⎜⎜⎜⎝

1 + σ 2 1 · · · 1

1 1 + σ 2 · · · ...
...

...
. . . 1

1 · · · 1 1 + σ 2

⎞
⎟⎟⎟⎟⎠

N×N

E(bi Ā) ≈
⎛
⎜⎝

1
...
1

⎞
⎟⎠

N×1
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Hence the optimal weights are approximated as

wi,opt ≈

⎛
⎜⎜⎜⎜⎝

1 + σ 2 1 · · · 1

1 1 + σ 2 · · · ...
...

...
. . . 1

1 · · · 1 1 + σ 2

⎞
⎟⎟⎟⎟⎠

−1

•
⎛
⎜⎝

1
...
1

⎞
⎟⎠

= 1

σ 2 + N

⎛
⎜⎝

1
...
1

⎞
⎟⎠

So when the error is large, the optimal weights of each
reference pixels are the same.
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