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Signal Dependent Transform Based
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Abstract—Transform is used to compact the energy of the blocks
into a small number of coefficients and is widely used in recent
image/video coding standards. In the latest video coding standard
high efficiency video coding (HEVC), a combination of discrete
cosine transform (DCT) and discrete sine transform (DST) is
adopted to transform the residuals from intra prediction. Since
the DCT and DST are the fixed transforms that are derived from
the Gauss–Markov model, some of residual blocks may not be
compacted well by the DCT/DST. In this paper, we propose a
signal dependent transform based on singular value decomposition
(SVD) for HEVC intracoding. The proposed transform (SDT-SVD)
is derived by performing SVD on the synthetic block and applied
to the residual block considering the structural similarity between
them. Furthermore, we extend SDT-SVD to template matching
prediction (TMP) to further improve the intracoding performance.
Experimental results show that the proposed transform on angular
intra prediction (AIP) outperforms the latest HEVC reference
software with a bit rate reduction of 1.0% on average and it can
be up to 2.1%. When the proposed transform is extended to TMP-
based intracoding, the overall bit rate reduction is 2.7% on average
and can be up to 5.8%.

Index Terms—Transform, HEVC, Intra coding, SVD, DCT.

I. INTRODUCTION

W ITH the development of the Internet and hardware, vari-
ous multimedia applications related to image/video cod-

ing have been developed recently, such as video communication,
video streaming, cloud-based image storage/transmission [1]
and cloud computing and screen sharing [2] based on screen
video coding [3]–[6]. Intra coding [7] plays an important role
in recent video coding standards. The latest HEVC [8] video
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coding standard employs a quadtree structure in which the size
of the coding unit (CU) can be from 8 × 8 to 64 × 64. Trans-
form units (TU) are the basic units in the transform which are
generated by the quadtree partition of the CU, and the size of
TU can be from 4 × 4 to 32 × 32. The quadtree partitions for the
CU make the block-size more flexible and adaptive to the char-
acteristics of the content which improves the coding efficiency
significantly. The quadtree partitions for the TU make the trans-
form block-size adaptive to the prediction residual distribution
so that the residual energy can be compacted more effectively.
Moreover, compared to only 9 modes in H.264/AVC [9], there
are 35 prediction modes [10] in HEVC intra coding which sig-
nificantly improves the prediction accuracy. In this paper, we
focus on the transform in intra coding which is an important
part for improving the intra coding efficiency.

In H.264 or HEVC intra coding, the transform is used to re-
move the redundancy remained in the prediction residual block
through compacting these residuals into a small number of trans-
form coefficients. Karhunen–Loeve transform (KLT) is the op-
timal transform for decorrelation if only one fixed transform is
used for all the coding blocks. In [11], DCT has been proved
to be close to KLT in terms of energy compaction for cod-
ing blocks without any prediction [12]–[14]. However, with
the highly accurate prediction, the residual block after predic-
tion does not contain much correlation compared to the orig-
inal coding block. In this case, DCT may not be optimal any
more.

To deal with this problem, many new transforms have been
proposed. Mode-dependent directional transform (MDDT) for
H.264/AVC intra coding was proposed in [15]. In MDDT, nine
transforms which are trained from an off-line dataset are used
for nine different intra prediction modes. In [16] and [17], a
set of transforms are trained offline and the best transform is
selected by rate-distortion optimization (RDO). In [18], rate
distortion based rotational transform (ROT) was proposed for
HEVC intra coding. ROT is implemented as a secondary trans-
form applied after the primary DCT. The encoder tries every
rotational transform from the dictionary and then selects the
best one. In [19]–[21], DST was proposed to transform predic-
tion residuals in intra coding. In these methods, a combination
of DCT and DST is derived from the Gauss-Markov model for
the transforms of the rows and columns of the residual block.
From statistical analysis, the residual block has different fea-
tures compared to the original block. The pixels close to the
reference boundary can be predicted better than those far away
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from the reference boundary, which leads to small residuals
close to reference boundary while large residuals far away from
the boundary. The combination of DCT and DST can handle
these residuals well.

The above mentioned transforms are fixed transforms which
are not adaptive to the coding content. In order to overcome the
drawback of fixed transforms, several signal dependent trans-
forms [22]–[27] were proposed to improve the coding perfor-
mance. As the signal dependent transform is derived for each
coding block during the coding process, the energy can be bet-
ter concentrated. In this paper, we propose a signal dependent
transform based on SVD (SDT-SVD) for HEVC intra coding.
Considering the structural similarity between the residual block
and its synthetic block, SDT-SVD is derived by performing SVD
on its synthetic block which is available both in the encoder and
decoder, therefore avoiding the transmission of the transforms
to the decoder.

The rest of the paper is organized as follows. Section II gives
the related work of the proposed transform. Section III presents
the proposed signal dependent transform based on SVD. HEVC
Intra coding with the proposed SDT-SVD is described in detail
in Section IV. The simulation results of the proposed method
are presented in Section V. Concluding remarks are given in
Section VI.

II. RELATED WORK

In this section, the related work of the proposed SDT-SVD
transform is given. First, the existing signal dependent trans-
forms are briefly reviewed. Then, transforms in HEVC intra
coding are presented in detail.

A. Signal Dependent Transforms

Several signal dependent transforms were proposed to im-
prove the coding performance. In [22], an image-coding al-
gorithm which combines DCT and SVD was proposed. SVD
transform was calculated from the coding block and the trans-
form coefficients which are the eigenvalues can also be derived
by SVD. Then, a small number of eigenvalues and the derived
eigenvectors are encoded and transmitted. Since the bits cost
on the eigenvectors is significant, the coding performance is
limited. In [23], a content adaptive transform was proposed for
H.264/AVC intra coding, in which a residual block was down-
sampled into four equal-sized sub-blocks, the first sub-block
was transformed by DCT and the other three sub-blocks were
transformed by the transforms derived by performing SVD on
the reconstructed first sub-block. Another adaptive transform
based on SVD was proposed in [24] for HEVC inter coding.
The transform for the current residual was directly derived from
the prediction block in the reference frame considering that there
has similarity between the residual block and the original block
because of the imperfect motion estimation/compensation and
the original block can be approximated by the prediction block
[25]. A signal dependent transform based on KLT was proposed
in [26], [27], in which lots of blocks similar to the current coding
block are searched by template matching and then used to train
the KLT transform for the block predicted by template matching
prediction [28] in intra coding.

B. Transforms in HEVC Intra Coding

Under the Gauss-Markov model when the correlation coef-
ficient between pixels is close to 1 which means there is large
redundancy in the coding block, it has been demonstrated that
DCT is close to KLT [11]. Since the prediction in HEVC intra
coding can reduce major redundancy, the correlations between
residual pixels are not as strong as those in the original pixels.
Theoretically, DST has been demonstrated to be close to the
optimal KLT for the residual block after the intra prediction in
some cases [19]–[21]. For the prediction modes which are close
to the vertical direction, DST is close to KLT as the vertical
transform, and DCT is close to KLT as the horizontal transform.
Similarly, for the prediction modes which are close to the hori-
zontal direction, DCT is close to KLT as the vertical transform
and DST is close to KLT as the horizontal transform. According
to [21], different combinations of DCT and DST should be used
for different intra prediction modes.

In the HEVC video coding standard, in order to achieve a
good balance between the complexity and the coding efficiency,
it was proposed to always use DST as the transforms for the
luma 4 × 4 blocks in intra coding, and use DCT in other cases
[30]. This simplification brings little coding gain loss compared
to [21] while removing the switching logic to choose between
DCT and DST.

III. PROPOSED SIGNAL DEPENDENT TRANSFORM BASED

ON SVD

In this section, intra prediction residual analysis is pro-
vided firstly. Then, the derivation of the proposed transform is
presented.

A. Intra Prediction Residual Analysis

DCT/DST transforms are the fixed transforms, which are not
adaptive to the prediction residuals. According to our observa-
tions, some residual blocks have similar structural information
as their prediction blocks in HEVC intra coding. For example,
some blocks have horizontal textures and can be predicted by the
horizontal modes in the intra prediction. After intra prediction,
the residuals often still have some horizontal textures.

This structural similarity between the residual and the pre-
diction mainly comes from three aspects. The first one is that
only 33 angular modes (shown in Fig. 1) in HEVC intra coding
cannot cover all the directions in a coding block. Thus, only
the one which is closest to the ideal direction of the block is
selected in the prediction. The second one is that the pixel val-
ues along one direction may vary for the coding block, which
cannot be predicted well by using one fixed prediction value.
The third one is that the reference pixels may be distorted
by the quantization resulting in inaccurate prediction. Because
of such imperfect prediction, the residual block may still re-
main some similar structures as the original block or prediction
blocks.

Fig. 2(a) and 2(b) show one residual frame and the corre-
sponding prediction frame generated by HEVC intra coding for
sequence BasketballPass, respectively. It can be seen that there
exists structural similarity between the residual frame and the
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Fig. 1. Intra prediction modes in HEVC.

Fig. 2. (a) One residual frame (shown with enhanced contrast and best viewed
when zoom in) and (b) the corresponding prediction frame from sequence
BasketballPass by HEVC intra coding when QP = 22. (a) Residual frame. (b)
Prediction frame.

Fig. 3. Example of a 4 × 4 block predicted by the horizontal mode (mode
10). (a) Original block. (b) Prediction block. (c) Residual block.

prediction frame in some regions, such as the boundaries of ceil-
ing, some textures of the floor, and the outline of the players.
Fig. 3 shows an example of a 4 × 4 block from the frame in
Fig. 2 predicted by the horizontal mode. We can see that the
residual block still has some horizontal textures which are sim-
ilar to its prediction block. In some cases, transforms adaptive
to the structures of residual can compact the energy better than
DCT/DST.

In order to statistically show that there has structural similarity
between the prediction block P and the residual block R, we
calculate the Pearson correlation coefficient (PCC) between P

Fig. 4. Distribution of PCCs for CUs coded with the size of 8 × 8. Φ is the
cumulative distribution function.

and R as

PCC =
∑n

i=1 (Ri−R)(Pi−P)
√

∑n
i=1 (Ri−R)

2
√

∑n
i=1 (Pi−P)

2
(1)

where Ri is residual value and Pi is the prediction value. R̄ and
P̄ are the mean value of the residual block and the prediction
block. n is the number of pixels in the block. The distribution
of PCCs for CUs coded with the size of 8 × 8 is given in Fig. 4
for sequence BasketballPass. In Fig. 4, Φ is the cumulative
distribution function for PCC. It can be seen that P and R have
some structural similarity. For example, there is about 30% of
the 8 × 8 CUs with PCC > 0.4.

B. Derivation of SDT-SVD

In video coding, the SVD based transform on residual block
R can be represented as

SR = UR
T RVR (2)

where SR is the transform coefficient matrix which is a diagonal
matrix with singular values along the main diagonal. UR and
VR are the eigenvector matrices derived by performing SVD on
R as

[UR, SR , VR ] = SV D (R) (3)

Since the SVD transform can diagonalize the residual block,
the redundancy of the residual block is fully removed. In [22],
a hybrid DCT-SVD transform for image coding was proposed.
In this hybrid transform, the eigenvectors U and V need to be
coded and transmitted to the decoder. It is obvious that the bits
cost on U and V takes a large part of the total bits.

Reducing the coding bits on transform matrices U and V is
crucial to SVD transform based image/video coding. However,
previous works [31], [32] show that it is difficult to find an
efficient compression method for matrices U and V. Another
solution is to compromise the decorrelation capability of the
SVD transform in order to decrease the bits cost on coding
transform matrices, such as the works in [23], [24].

In the previous analysis, we have shown that some resid-
ual blocks in HEVC intra coding still remain some structural
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Fig. 5. Framework of intra coding with the proposed SDT-SVD. The blue
boxes are new added parts for the proposed coding method.

information as the prediction blocks. Therefore, the transform
derived by performing SVD on the prediction block P can be
used to transform the residual block.

The SVD transform derived from P is represented by

[UP , SP , VP ] = SV D (P ) (4)

where UP and VP are the eigenvector matrices for P, SP is a
diagonal matrix with singular values along the main diagonal
and SP = UT

P PVP . UT
P and VP can be used as the transform

for residual block R, named as SDT-SVD.
Based on above analysis, we can replace the DCT/DST in

HEVC intra coding with the proposed SDT-SVD in some cases.

IV. HEVC INTRA CODING WITH SDT-SVD

In this section, we first introduce the framework of HEVC
intra coding with SDT-DCT, then we give the details of the
proposed SDT-SVD on AIP. Finally, we extend the proposed
SDT-SVD to TMP based intra coding.

A. The Framework of HEVC Intra Coding with SDT-SVD

Fig. 5 shows the framework of intra coding with the proposed
SDT-SVD. The blue boxes are the changes compared to the
original HEVC intra coding. In Fig. 5, a coding unit (CU) is the
input. AIP represents intra prediction in HEVC. TMP indicates
template matching prediction which is a new prediction mode
and will be described in the next subsection.

The transform matrices U and V for SDT-SVD can be directly
derived from the prediction block P of the coding block O by
(4), and then applied to the residual block R in order to get
transform coefficients C by

C = UP
T RVP . (5)

The corresponding inverse transform is represented by

R = UP CVP
T . (6)

In order to avoid the floating-point arithmetic computation
and also be consistent with the design of transforms [37] in
HEVC, the elements of derived SVD transform matrices UP
and VP are multiplied by 2(6 + log (N )/2) and then rounded to the
closest integer. N × N is the size of the transform. In this case,
there is no drift problem.

As mentioned in Section II, there has some structural sim-
ilarity between the residual block and the prediction block. If

TABLE I
DERIVATION OF THE LEFT MODE AND THE RIGHT MODE

modeC modeL modeR

2 33 3
34 3 33
3∼33 modeC − 1 modeC + 1

the structural similarity is higher, the derived transform will be
more efficient to compact the energy of the residual. In order to
get higher structural similarity, a synthetic prediction block P’
is generated by combining the prediction block and the two pre-
diction blocks from its two neighboring intra modes as follows:

P ′ = (wL · PL + wC · P + wR · PR ) /w (7)

where P is the prediction for current block, PL and PR are the
prediction blocks generated from the left and right intra modes
of the current mode, respectively. wL , wC and wR are weighting
factors for these three predictions and w = wL + wC + wR .
In practical realizations, wL , wC and wR are integers and w
can be represented by w = 2n to support division using low-
complexity bit-shifting. For example, if the current mode is
mode 10, then the left mode is mode 9 and the right mode is
mode 11. Table I shows the derivation of the left mode (modeL)
and the right mode (modeR) for block with modeC.

To statistically show that the synthetic prediction P’ is more
similar to R than that of P, the PCCs between P’ and R, and the
PCCs between P and R for a group of coding blocks (100 blocks
with the size of 8 × 8) are compared, as shown in Fig. 6. It can
be observed that the PCCs between P’ and R are higher than the
PCCs between P and R. It means that the synthetic prediction P’
contains higher structural similarity to the residual R than that
of P. Thus, P’ can be used to derive the SDT-SVD transform as
follows:

[U ′
P , S ′

P , V ′
P ] = SV D (P ′) . (8)

From the analysis in the previous section, we know that for
most of the residual blocks which fit the Gauss-Markov model
well, DST/DCT will be more efficient; while for some other
residual blocks which contain similar structures as the prediction
blocks, the proposed SDT-SVD transform will be more efficient.
In this paper, we propose to use the RDO process to decide the
best transform for the coding block. To reduce the overhead for
signaling the best transform type, we implement the proposed
SDT-SVD scheme on CU level. It means all the TUs in the CU
will choose the same transform.

In HEVC intra coding, several selected intra prediction modes
from rough mode decision (RMD) will go through the RDO
process, and the best intra prediction mode and TU partition
are derived by minimizing the RD cost. In the proposed coding
method, for each of the selected intra mode, both the original
DST/DCT and the proposed SDT-SVD are tested in the RDO
process, and the best transform is determined for each intra
mode. Finally, the best combination of intra mode, transform
type and TU partition are obtained based on the RD costs.



2408 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 19, NO. 11, NOVEMBER 2017

Fig. 6. PCCs between P (P’) and R for a group of SDT-SVD transformed
blocks with index from 1 to 100. (a) BasketballPass. (b) BQMall.

B. Extending to Template Matching Prediction

Angular intra prediction is efficient for predicting blocks with
strong directional information which can be handled well by dif-
ferent angular modes. However, it is unable to predict blocks
with complex textures or with multiple directions. Several new
intra prediction methods have been proposed to exploit redun-
dancy within an image. A block based prediction was proposed
in [33] by using motion estimation and motion compensation
techniques which are classically used in inter coding. In this
method, the reconstructed part of the frame is used as refer-
ence, and the prediction for current block is searched in the
reference by block matching. The derived block vector which
indicates the best match for current block should be encoded.
This method was also called intra block copy (IBC) [34], [35]
and was adopted in the HEVC Range Extension for screen con-
tent coding because of its high coding performance.

However, IBC is not efficient for natural video since the
large overhead for signaling the block vector [36]. A similar
method based on block searching called template matching pre-
diction (TMP) [29] was proposed as an extra prediction mode
for H.264/AVC. In TMP, the template (encoded pixels close

Fig. 7. Template matching process. Inverse-L area is the template (in light
blue) used in the matching process. All the deep blue blocks are the prediction
candidates for the current block (in green).

to the block) is used to find blocks with similar templates and
these blocks are used as the predictions for the coding block, as
shown in Fig. 7. In the encoder side, the index of the template
with the best prediction block needs to be encoded. The decoder
can perform the same template matching process to find a set of
candidates and get the best prediction by the decoded index.

Similar to AIP, we observed the residual block from TMP con-
tains some structural information (e.g., boundaries and edges)
as the predictions generated by TMP. This structural similarity
between residual block and original block (or prediction block)
mainly comes from the imperfect block matching. Although
similar blocks can be found by TMP, some parts of the cod-
ing block especially object boundaries and edges may not be
predicted well by the matched blocks. In this case, the SDT-
SVD transform can be efficient to remove the redundancy in the
residual blocks since it can capture the structural information
from the prediction blocks. Thus, besides DCT, SDT-SVD can
be used as an alternative transform for TMP.

Based on the above analysis, for TMP, the SDT-SVD trans-
forms can be directly derived from the prediction block. To get
a synthetic block with more similar structures as the residual
block, we can obtain several residual blocks by subtracting the
prediction candidates from the best prediction block which is
selected by RDO process when DCT is applied. These calcu-
lated residual blocks may contain more similar structures as the
residual block R. The synthetic residual block R’ used to derive
the SVD transform for TMP is calculated by averaging these
residual blocks as

R′ =
1
M

M∑

i=1

(P−Pi)= P− 1
M

M∑

i=1

Pi (9)

where P is the best prediction generated by TMP,
Pi (i = 1, 2, . . . , M) are the prediction candidates with least
SAD costs for the templates. M is the number of candidates
used for calculating R’.

Similar to the analysis for P’ in previous subsection, to sta-
tistically show that the synthetic residual R’ is more similar to
R than that of P, the PCCs between R’ and R, and the PCCs
between P and R for a group of coding blocks with the size of
8× 8 in the first frame of each sequence are compared, as shown
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Fig. 8. PCCs between P (R’) and R for a group of SDT-SVD transformed
blocks in the first frame of each sequence. (a) BasketballPass. (b) BQMall.

Fig. 9. Examples of residual block R by TMP and its corresponding R’ cal-
culated by (9) for 8 TUs. The first row shows R’ and the second row shows the
corresponding R. (a) BasketballPass. (b) BQMall.

in Fig. 8. It can be observed that the PCCs between R’ and R
are higher than that between P and R. It means that the synthetic
residual R’ contains higher structural similarity to the residual
R than that of P. Thus, R’ can be used to derive the SDT-SVD
transform for TMP prediction residuals as follows:

[U ′
R , S ′

R , V ′
R ] = SV D (R′) . (10)

To illustrate the similarity between R’ and R visually, Fig. 9
gives examples of the residual R from TMP and the correspond-
ing R’ calculated by (9) for 8× 8 TUs transformed by SDT-SVD.
It can be seen some structural similarity exists between R and
its corresponding R’.

The proposed template matching prediction with SDT-SVD
is only implemented on 8 × 8 and 16 × 16 CUs considering the
balance between coding efficiency and complexity. Firstly, we
choose N candidates which have the smallest SAD values for the
templates. Then, a two-step search algorithm is employed to get
the best combination of the prediction candidate and transform
type in TMP coding. In the first step, a rough candidate selection
is conducted to get a small number of candidates which have
the smallest SADs between the coding block and the candidate
blocks. In the second step, the RDO process is conducted to
obtain the best prediction candidate when DCT is used as the
transform from these candidates. In the proposed TMP, the
number of candidates after rough selection is much smaller than
the allowed maximum number of candidate (Nt). In this paper,
Nt is set to 32, and the candidate numbers after rough selection
are set to 8 for 8 × 8 CU and 3 for 16 × 16 CU, respectively.
After obtaining the best prediction candidate, the SDT-SVD
is applied to the residual block from this prediction. The best
transform is then selected between DCT and SDT-SVD by com-
paring their RD costs. The index of the best prediction candidate
is coded with fixed length coding using log2 (Nt) bits and a
1-bit flag for signaling the best transform type is entropy coded.

V. EXPERIMENTAL RESULTS

This section presents experimental results of the proposed
SDT-SVD transform based intra coding compared to intra cod-
ing in HEVC reference software in terms of coding gain and
computational complexity.

A. Experimental Settings

To evaluate the performance of the proposed method, we im-
plemented the proposed method on the recent HEVC reference
software (HM 14.0)1. The simulation results are provided using
test sequences from JCTVC [38] encoding with the All-Intra
main configuration. QP values of 22, 27, 32, and 37 are used
for the evaluation. We measure the coding performance by the
Bjontegaard-Delta Bit Rate (BD-BR) [39]. The performance of
the proposed method is compared to the anchor which is the
intra coding in HM 14.0 with default settings. Three parts of
the proposed method are compared separately to the anchor.
The three parts are: 1) AIP with SDT-SVD; 2) TMP with SDT-
SVD; 3) AIP with SDT-SVD + TMP with SDT-SVD (Proposed
overall);

In the proposed TMP method, the width of template is two
pixels adjacent to the coding block and the search range used for
searching the template candidates is limited to not exceed left
LCU and above LCU. For deriving transforms for TMP, M in
(9) is set to 8. For deriving transforms for AIP, wL , wC and wR
in (7) are set to 1, 6 and 1, respectively. To verify the efficiency
of synthetic prediction P’ for deriving transforms by (8) for AIP,
we also test the method when deriving transforms from P by (4).

In addition, TMP without SDT-SVD (only DCT are applied
to TMP) is also tested in order to know the additional gain of the
proposed SDT-SVD on TMP. Furthermore, the proposed overall

1[Online]. Available: https://hevc.hhi.fraunhofer.de/svn/svn_HEVCSoftware/
tags/HM-14.0.
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TABLE II
CODING PERFORMANCE OF THE PROPOSED METHOD AND [27]

Class Sequences Resolution Bit depth AIP w/ SDT-SVD (4) AIP w/ SDT-SVD (8) TMP w/o SDT-SVD TMP w/ SDT-SVD Proposed overall [27]

A Traffic 2560 × 1600 8 −0.3% −0.3% −1.1% −1.6% −1.9% −1.4%
PeopleOnStreet 2560 × 1600 8 −0.3% −0.4% −1.4% −2.0% −2.3% −1.2%

B Kimono 1920 × 1080 8 0.0% −0.1% −0.2% −0.3% −0.3% −0.3%
ParkScene 1920 × 1080 8 −0.2% −0.2% −0.4% −0.7% −0.8% −0.5%

Cactus 1920 × 1080 8 −0.7% −0.8% −2.1% −2.9% −3.4% −2.7%
BasketballDrive 1920 × 1080 8 −1.6% −2.1% −1.7% −2.6% −4.2% −3.5%

BQTerrace 1920 × 1080 8 −0.7% −0.8% −3.5% −4.5% −5.0% −5.5%

C BasketabllDrill 832 × 480 8 −0.6% −0.6% −3.4% −5.1% −5.5% −6.2%
BQMall 832 × 480 8 −1.6% −1.9% −0.7% −1.0% −2.7% −2.0%

PartyScene 832 × 480 8 −1.4% −1.5% −0.6% −1.0% −2.1% −0.8%
RaceHorses 832 × 480 8 −0.4% −0.5% −0.2% −0.4% −0.8% −0.4%

D BasketballPass 416 × 240 8 −1.9% −2.1% −0.9% −1.3% −3.2% −1.2%
BQSquare 416 × 240 8 −1.2% −1.3% −0.6% −1.0% −2.2% −0.3%

BlowingBubbles 416 × 240 8 −0.9% −0.9% 0.0% −0.1% −1.0% −0.2%
RaceHorses 416 × 240 8 −0.5% −0.5% 0.0% −0.2% −0.7% −0.1%

E FourPeople 1280 × 720 8 −0.6% −0.8% −1.3% −1.9% −2.5% −1.8%
Johnny 1280 × 720 8 −0.5% −0.9% −3.7% −5.0% −5.8% −5.2%

KristenAndSara 1280 × 720 8 −0.9% −1.1% −2.3% −3.4% −4.0% −3.2%

Average −0.8% −1.0% −1.3% −2.0% −2.7% −2.0%
Enc. time ratio 2.39 2.45 2.51 3.04 4.48 19.41
Dec. time ratio 1.14 1.17 4.40 5.88 5.76 13.22

method is also compared with SDT [26] [27] in which TMP is
also used for prediction and KLT is trained from a set of TMP
matched candidates. The KLT is then used to transform residual
generated by TMP.

B. Rate-Distortion Performance

The results for the proposed methods are shown in Table II.
From this table, we can see that the average BD-rate reduction
for AIP with SDT-SVD derived by (4) is 0.8%. When the trans-
forms are derived by (8), the average gain is increased to 1.0%. It
also can be seen that the improvement compared to the method
using (7) can be up to 0.5% for sequence BasketballDrive. In the
TMP based intra coding, the pure TMP (TMP w/o SDT-SVD)
provides 1.3% gain compared to the anchor, while the proposed
SDT-SVD on TMP further improves TMP by 0.7%. The average
gain of the proposed overall method is 2.7% and the gain can be
up to 5.8% for sequence Johnny, while the BD-rate reduction
for SDT [27] is 2.0% on average.

Fig. 10 plots the rate distortion curves for sequence Basket-
ballPass and BQMall for AIP w/ SDT-SVD. We can observe that
the proposed SDT-SVD for AIP outperforms HEVC at different
quantization levels, which verifies that the derived SDT-SVD
works well under different QPs.

In order to further verify the efficiency of the proposed
method, we also test the proposed overall method on JVET
sequences [40]. Compared to JCTVC sequences, JVET se-
quences includes additional 8 UHD sequences (the resolutions
are 4096x2160 and 3840x2160) with bit depth of 10. These
UHD sequences are classified as Class A1 and Class A2. The
coding gains of the proposed overall method on JVET sequences
are given in Table III.

According to Table III, the proposed method can achieve
2.7% BD-rate reduction on average which is the same as the Fig. 10. Rate distortion curves for (a) BasketballPass, (b) BQMall.
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TABLE III
PERFORMANCE OF THE PROPOSED METHOD ON JVET SEQUENCES

Class Sequences Resolution Bit depth Proposed overall

A1 Tango 4096 × 2160 10 −1.0%
Drums100 3840 × 2160 10 −0.9%

CampfireParty 3840 × 2160 10 −2.5%
ToddlerFountain 4096 × 2160 10 −0.5%

A2 CatRobot 3840 × 2160 10 −5.4%
TrafficFlow 3840 × 2160 10 −4.8%

DaylightRoad 3840 × 2160 10 −5.1%
Rollercoaster 4096 × 2160 10 −1.5%

Average −2.7%

gain for JCTVC sequences. Therefore, the proposed method is
also efficient for UHD sequences.

C. Computational Complexity

The coding complexity of the proposed method is also shown
in Table II. The encoding/decoding time ratios between the
proposed methods and anchor are given in this table. For the en-
coder, the complexity is 2.45 times for the proposed SDT-SVD
on AIP and the encoding complexity for the proposed SDT-
SVD on TMP is 3.04 times. For the proposed overall method,
the encoding complexity is 4.48 times. The complexity of the
proposed overall method is mainly from the increased RDO
processes, the template matching process and the singular value
decomposition for the derivation of SVD transforms. The com-
plexity ratios for SDT [27] are also shown in Table II. It can be
observed that the encoding complexity of SDT is 19.41 times
which is much larger than the proposed method. The complexity
for SDT [27] mainly comes from the template matching and the
derivation of KLT kernels.

For the decoder, the complexity of the proposed AIP with
SDT-SVD is 1.17 times and the complexity is 5.88 times for
TMP with SDT-SVD. The complexity for the proposed overall
method is 5.76 times. The decoding complexity mainly comes
from the derivation of SVD and template matching. For SDT
[27], since both the derivation of KLT and template matching
need intensive computation, the decoding complexity is also
much larger than the proposed method which is 13.22 times the
one of HEVC.

D. Analysis of the Proposed Method

For the analysis of the proposed method, we get CU partitions
of the first frame in sequence BasketballPass coded as intra at
QP = 22 and 32 which are shown in Fig. 11. In Fig. 11, blocks
marked with red boxes are coded by AIP with SDT-SVD, blocks
marked with yellow boxes are coded by TMP without SDT-
SVD and blocks marked with blue boxes are coded by TMP
with SDT-SVD. Other regions without colored boxes are coded
by original HEVC intra coding. We can see a large amount
of blocks with strong edges are coded by the proposed SDT-
SVD transform. This is because blocks with strong edges are
more likely to generate residuals having similar structures as the
corresponding synthetic blocks.

The usage rates of SDT-SVD under different QPs are shown
in Table IV, respectively. From Table IV, the average usage rates

Fig. 11. Modes distributions for the first frame in sequence BasketballPass.
The blocks marked with red boxes are coded by AIP with SDT-SVD, the blocks
marked with yellow boxes are coded by TMP without SDT-SVD, and the blocks
marked with blue boxes are coded by TMP with SDT-SVD. Other regions except
these blocks with colored boxes are coded by original intra coding in HEVC.
(a) QP = 22. (b) QP = 32.

TABLE IV
USAGE RATES OF SDT-SVD TRANSFORM IN AIP W/ SDT-SVD

Class Sequences QP = 22 QP = 27 QP = 32 QP = 37

A Traffic 9.6% 9.1% 7.6% 5.4%
PeopleOnStreet 10.6% 10.9% 10.3% 6.9%

B Kimono 7.6% 5.2% 4.6% 2.9%
ParkScene 14.8% 12.1% 9.4% 6.6%

Cactus 27.4% 18.3% 14.4% 9.1%
BasketballDrive 31.4% 26.7% 25.7% 25.1%

BQTerrace 13.7% 23.7% 22.6% 18.1%

C BasketabllDrill 21.0% 14.2% 11.0% 9.3%
BQMall 31.5% 31.6% 31.0% 27.0%

PartyScene 35.1% 37.6% 41.4% 41.5%
RaceHorses 14.6% 17.1% 18.7% 17.6%

D BasketballPass 27.8% 35.1% 36.7% 27.4%
BQSquare 33.1% 36.6% 39.2% 37.3%

BlowingBubbles 28.4% 26.5% 25.8% 22.6%
RaceHorses 14.6% 17.1% 18.7% 17.6%

E FourPeople 10.6% 10.9% 10.3% 6.9%
Johnny 15.9% 14.6% 14.1% 9.9%

KristenAndSara 12.7% 13.3% 13.5% 11.4%

Average 20.0% 20.0% 19.7% 16.8%

of SDT-SVD in AIP w/ SDT-SVD are 20.0%, 20.0%, 19.7% and
16.8% when QP is 22, 27, 32 and 37, respectively. For TMP,
Table V shows the average usage rates of SDT-SVD for TMP in
TMP w/ SDT-SVD are 25.0%, 23.2%, 20.4% and 16.2% when
QP is 22, 27, 32 and 37.
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TABLE V
USAGE RATES OF SDT-SVD TRANSFORM IN TMP W/ SDT-SVD

Class Sequences QP = 22 QP = 27 QP = 32 QP = 37

A Traffic 13.0% 14.6% 13.2% 9.8%
PeopleOnStreet 23.1% 20.8% 16.5% 8.1%

B Kimono 8.5% 8.9% 5.7% 3.4%
ParkScene 13.7% 14.5% 13.0% 9.6%

Cactus 39.4% 23.9% 20.1% 13.1%
BasketballDrive 29.9% 26.0% 15.1% 10.8%

BQTerrace 25.6% 31.2% 29.4% 20.1%

C BasketabllDrill 24.1% 17.5% 9.1% 5.3%
BQMall 31.7% 32.3% 32.4% 27.7%

PartyScene 39.0% 40.2% 38.9% 34.0%
RaceHorses 19.4% 16.9% 17.5% 17.7%

D BasketballPass 26.1% 21.9% 15.3% 10.5%
BQSquare 35.6% 21.8% 30.9% 34.1%

BlowingBubbles 34.3% 24.7% 24.2% 19.9%
RaceHorses 13.1% 17.1% 17.7% 12.1%

E FourPeople 18.8% 25.1% 25.1% 20.9%
Johnny 30.0% 28.5% 11.6% 8.7%

KristenAndSara 24.1% 31.1% 30.6% 26.1%

Average 25.0% 23.2% 20.4% 16.2%

Fig. 12. Percentage of blocks transformed by DCT/DST and SDT-SVD
in AIP w/ SDT-SVD for different intra prediction modes, when QP = 22.
(a) BasketballPass. (b) BQMall.

In order to understand the efficiency of the proposed SDT-
SVD for different intra prediction modes, the distributions of
the modes for blocks coded by SDT-SVD and DCT/DST in
AIP w/ SDT-SVD are given in Fig. 12 for BasketballPass and
BQMall. According to this figure, the shapes of modes distribu-
tions for blocks transformed by SDT-SVD and DCT/DST are
similar. This indicates that SDT-SVD is efficient for all the intra
prediction modes.

VI. CONCLUSION

This paper investigated the residuals characteristics of intra
prediction and the deficiency of DCT/DST for residual blocks.
Based on the residual analysis, a signal dependent transform
based on SVD (SDT-SVD) which is derived from the syn-
thetic block is proposed to compact the residuals from angular
intra prediction. The proposed SDT-SVD is also extended to
template matching prediction. Experimental results suggest that
the proposed coding method with SDT-SVD for AIP outper-
forms the latest HEVC reference software with a bit rate re-
duction of 1.0% on average and it can be up to 2.1%. When
SDT-SVD is extended to TMP based intra coding, the overall
bit rate reduction is 2.7% on average and can be up to 5.8%.
In the future, fast algorithms, such as early skip for SDT-SVD
transform and fast template searching method, can be exploited
to reduce the complexity of the proposed method. To further im-
prove the efficiency of the SDT-SVD transform, more work can
be done to design an efficient block with more similar structures
as the residual block for deriving SVD transforms.
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